Comparison Analysis of Bubble Sort Algorithm with Tim Sort Algorithm Sorting Against the Amount of Data

Mohammad Rizal Hanafi1, Muhammad Azfa Faadhilah1, Deden Pradeka1, Muhammad Taufik Dwi Putra1
1Department of Computer Engineering, Universitas Pendidikan Indonesia, Indonesia

ARTICLE INFO

Article history's:
Received : 30 Jan 2022
Revised : 28 Feb 2022
Accepted : 16 Mar 2022

Keywords:
Time Complexity
Bubble Sort
Tim Sort
Algorithm Hybrid

ABSTRACT

The role of algorithms in software or programming is so important that you need to understand the basic concepts behind them. In most of our daily life, we often face problems that need to be solved by entering the data sorting process. A lot of programming logic has been created, both in the general case and in the special case. In this study, the authors carried out the sorting process with two methods, namely bubble sort and tim sort. Sorting application is built using C++ program. Algorithms are needed in order to be able to solve a problem more effectively and efficiently in a shorter time using only a few resources. The preparation of this research uses data collection methods that aim to obtain the necessary data so that it can be extracted to be used as information. It is hoped that from this information it can be seen that the comparison of the bubble sort algorithm with the tim sort is getting better in the data sorting process, if the number of inputted data is greater than n.

1. INTRODUCTION

Information is one of the crucial things in this era. A piece of information can be sent from one corner of the earth to another in seconds because of the rapid technology in this era. The information sent contains a set of data, and these data can be used as benchmarks for making decisions and solving problems. In order to make decisions/problem solving quickly and adequately, the data must be processed first so that effective results are obtained.

A compilation process is needed in the formation or processing of data into information, which requires the data to be sorted first. This process also often appears when making software. For example, in the software for sales data, to find the highest and lowest sales data, the software must sort the existing data so that decisions can be made on the highest and lowest sales information. There are many different sorting algorithms out there. The algorithm itself is the same as the solution, where each solution step is clear and unambiguous [1]. Some problems have various algorithms (solutions). From the various existing algorithms, each has its advantages. For example, fast algorithms are not necessarily suitable for use for a long time because generally the amount of data stored in the software increases over time. For that reason, algorithm analysis is needed. Algorithm analysis aims to compare these algorithms, especially in running time, memory, and the effort required to build the algorithm [1].

Execution time or CPU time (central processing unit) is the time taken when a program or function is executed, depending on where the measurement starts and stops [2]. However, if algorithms such as bubble sort and team sort are executed on a system and then the execution time is used for comparison, it cannot be concluded directly that the team sort algorithm is better than bubble sort or vice versa because the specifications of a system are different from other systems. Therefore, an ideal calculation is needed, namely through asymptotic time complexity. Time complexity is denoted by t(n), which is an algorithm operation calculated as a function of input n, where the asymptotic time, (O, of the algorithm is called O-Big notation, the larger the value, the less effective the algorithm is [3]. Table 1 shows the categorization of big-o notation from the smallest to the largest [4].
Table 1. Categorization of algorithms based on O-Big notes.

<table>
<thead>
<tr>
<th>No</th>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$O(1)$</td>
<td>Constant</td>
</tr>
<tr>
<td>2</td>
<td>$O(\log \log n)$</td>
<td>Logarithmic</td>
</tr>
<tr>
<td>3</td>
<td>$O(n)$</td>
<td>Linear</td>
</tr>
<tr>
<td>4</td>
<td>$O(n \log \log n)$</td>
<td>Log-Linear</td>
</tr>
<tr>
<td>5</td>
<td>$O(n^2)$</td>
<td>Quadratic</td>
</tr>
<tr>
<td>6</td>
<td>$O(2^n)$</td>
<td>Exponential</td>
</tr>
<tr>
<td>7</td>
<td>$O(n!)$</td>
<td>Factorial</td>
</tr>
</tbody>
</table>

From research [5], compared to bubble sort, merge sort and quick sort algorithms. The results of the analysis show that the quick sort algorithm has the fastest time while bubble sort shows the longest time. For research [6], the following two algorithms were analyzed, Merge Sort and Insertion Sort. The results show that for a small amount of data, insertion sort is superior to merge sort, while for a large amount of data, merge sort is superior.

**Bubble sort** is a solution to the simplest sorting problem because based on the principle of its work by comparing the first element of the array to the last element where in the comparison process the swap process occurs according to conditions from lowest to highest or vice versa, while merge sort is an algorithm that works by break down the array elements into the smallest size and then put them back together in the reunification process, a sorting process occurs where when all the elements have been combined, the elements have been sorted [1].

2. **RESEARCH METHOD**

The preparation of this research uses data collection methods in which the aim is to obtain the necessary data so that it can be drawn into information. It is hoped that from this information it can be seen that the comparison of the bubble sort algorithm with the tim sort is better in the process of sorting data if the number of data entered is greater. The following is the method used in this research.

A. **Literatur Study**

This is the stage of collecting data obtained from reading scientific journals, books or even the internet (certain reliable sources).

B. **Experiment**

This is the stage of applying the bubble sort and tim sort algorithms. The execution time of the algorithm will be measured with the size of the data entered will be even greater.

Tools and materials to be used in the comparative research of bubble sort algorithm and tim sort. Personal Computer with specifications using Windows 10 Pro 64-bit, Intel core i7 3770k 3.5GHz (8 CPU), 16GB DDR3 PC1280 RAM, GPU AMD Radeon Rx550/500 series DDR5 4GB, using SSD for the system, with C++ programming language and compiler MinGW-W64 version 8.1.0. Then in the implementation, an increasing number of $n$ data will be simulated to see how the two algorithms do their job. The results of the implementation will be analyzed to be drawn into information. The pseudocode for the program is as follows.

1. This Program Performs Execution Time Calculations on the Sort Function

2. Function timsort(argument) {
    //Sorting

3. }

4. Function bubblesort(argument){
    //Sorting

5. }

6. Function main() {

7. Int n as array length

8. Array data1[n], data2[n]

9. 

10. Input random() to data1 and data2

11. 

12. auto start1 to mark the start time
3. RESULTS AND DISCUSSION

3.1. Bubble Sort Algorithm

Bubble sort is a sorting algorithm by compares the selected element with the next element [10]. This type of algorithm is included in the sort comparison algorithm. This is because a comparison is made between each array element provided by the process [11]. This algorithm works by parsing array elements from left to right. Next compares each element whose location is not far from the value and swaps locations if the left element is greater than the right. This process is repeated until each item is in the right order [12]. For example, in the example of a data set in the form of values 7, 3, 5, and 2, the process of sorting data using the Bubble Sort algorithm is as follows.

<table>
<thead>
<tr>
<th>Table 2. Buble Sort First Process</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First Process</strong></td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3. Bubble Sort Second Process</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Second Process</strong></td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4. Bubble Sort Third Process</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Third Process</strong></td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>2</td>
</tr>
</tbody>
</table>

From the sample data in the table above, In the first process, starting by checking the first element on the left and the first element on the right, we can see that the value of the first element is 7 higher than 3 on the left, each element is swapped based on the results this. Then the validation process runs until each element on the left has a value less than the element on the right. The final result (third process) shows that the first element 2 displays the lowest value, and the rightmost element 7 displays the highest value [13]. It is shown in table 5 that bubble sort has the best time complexity of O(n) which occurs when the data is sorted, while for the average and worst it has a value of O(n^2) which occurs when the data is not sorted.
3.2. Tim Sort Algorithm

As obtained from [7-9] TIM Sort is a stable sorting algorithm, created based on the needs in the real environment (not created in an academic environment). This algorithm is a combination of insertion and merge. The following is the algorithm of the Tim Sort.

1. Split the array into blocks, which is called run.
2. Consider the run size, either 32 or 64.
3. Sort each element on each run using insertion sort.
4. Then combine each run as well as sort them using merge sort.

Table 5 shows the time complexity of the Tim Sort. For the best case this algorithm produces $O(n)$ which occurs when all the data is already sorted, while for the average and worst-case it produces $O(n \log(n))$, which occurs when the data is unsorted.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble sort</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Tim sort</td>
<td>$O(n)$</td>
</tr>
</tbody>
</table>

A. Execution time

Fig. 1 shows the results of the comparison of Tim Sort with Bubble Sort where n data from 10 to 100 does not show a significant difference in the two algorithms. Likewise, when n is 1000, bubble sort is only 6 milliseconds longer. A significant difference begins to be seen when the size n has a length of 10,000, where the Tim sort can be quite far ahead because it completes the sort in 9 milliseconds while the bubble sort takes 919 milliseconds. Meanwhile, when n is 100,000, it is very clear that the comparison of the sort succeeded in completing the sorting within 140 milliseconds, for bubble sort the time taken to complete the sorting was 67,216 milliseconds or 1 minute 7.2 seconds.

![Fig. 1. Comparison of execution time of Tim sort, and bubble sort in milliseconds](image)

While shown in Fig. 2 in units of microseconds, when the number of n data is 10 to 100, the same sorting result is 0 microseconds. A significant difference appears when the amount of data reaches 1000 where the Tim Sort can still complete it in 0 microseconds while bubble sort takes 2997 microseconds.

![Fig 2. Comparison of execution time of Tim sort, and bubble sort in microseconds](image)
4. CONCLUSION

Tim Sort algorithm is suitable for software with a long service life because it can be seen in the previous discussion that it shows that Tim Sort uses two algorithms, namely insertion and merge sort. This shows a powerful performance when used in software that has the goal of use over a long time. The drawback of this algorithm is the effort required to build it. Meanwhile, creating a bubble sort algorithm does not require much effort because the working principle is easy to understand. Still, this algorithm is not suitable for long-term applications where the amount of data increases over time because of the increasing amount of data, this algorithm gets slower in completing the sorting. Regarding the next research, the suggestion is to analyze further the Tim Sort algorithm with other sorting algorithms to find an algorithm that works for more varied conditions.
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