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A B S T R A C T   A R T I C L E   I N F O 

The paper explores and investigate how machine learning 
methods can help defend against zero-day cyber-attacks, 
which are a major concern in cybersecurity. The study 
focuses on several machine learning algorithms, such as 
gradient boosting classifiers, random forests, decision trees, 
and support vector machines (SVM). The study examines 
how well these algorithms can detect and prevent zero-day 
attacks. To do this, we carefully prepare a dataset containing 
different network characteristics for analysis, ensuring that 
categorical variables are handled properly. We then train 
and test the selected algorithms using this dataset. Based on 
the data, random forest outperforms the other algorithms in 
terms of detection rates and accuracy. This is due to the fact 
that random forest's ability to recognize intricate patterns 
linked to zero-day assaults is enhanced by its continuous 
learning of weaker models. The results demonstrate how 
machine learning may be used to improve cybersecurity 
defenses against new threats like zero-day assaults. The CSE-
CIC-IDS2018 Dataset was used in the study's execution and 
assessment. 
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1. INTRODUCTION 
 

Zero day attacks represent a persistent and formidable challenge in the realm of 
cybersecurity. These attacks exploit previously unknown vulnerabilities, often leaving 
organizations vulnerable to devastating breaches before appropriate defenses can be 
developed and deployed. Traditional security measures, reliant on signatures and known 
patterns, are frequently ineffective against zero-day threats because to their covert and 
unpredictable nature. (Sayadi, 2023). Zero day attacks are becoming more frequent and 
sophisticated, which highlights the critical need for creative solutions that can proactively 
detect and mitigate these vulnerabilities. Machine learning (ML) has become a viable method 
for strengthening cybersecurity defenses in recent years by providing automated detection 
and response mechanisms that are flexible enough to adjust to changing threat landscapes. 

Without the need for explicit programming, machine learning algorithms provide the 
capacity to examine enormous volumes of data, spot trends, and generate predictions based 
on that data (Strielkowski et al, 2024). This makes it possible for them to identify irregularities 
and departures from typical behavior, which are traits frequently connected to zero-day 
attacks. By leveraging ML, organizations can enhance their ability to identify and respond to 
zero day vulnerabilities in real-time, thereby reducing the window of opportunity for 
attackers and mitigating potential damages. Despite the promise of ML in addressing zero day 
attack vulnerabilities, several challenges persist (Khan & Ghafoor 2024). These include the 
need for robust data collection and labeling processes, the selection of appropriate ML 
algorithms tailored to specific threat contexts, and the integration of ML solutions into 
existing security infrastructures without disrupting operational workflows. 

The objective of this study is multifaceted. Firstly, it aims to review existing approaches for 
mitigating zero-day vulnerabilities, providing a comprehensive overview of current 
methodologies. Secondly, it seeks to analyze the characteristics and behaviors of zero-day 
attack vulnerabilities to understand their nature and impact better. Thirdly, the paper 
investigates the possibilities for the proactive identification and mitigation of these 
vulnerabilities using machine learning methods, particularly decision trees, random forests, 
support vector machines (SVM), and gradient boosting. Finally, it proposes strategies for 
effectively mitigating zero-day vulnerabilities based on the insights gained from the selected 
machine learning techniques. Through this comprehensive approach, the goal of the study is 
to aid in the creation of more effective and proactive cybersecurity solutions. 

2. LITERATURE REVIEW 

 
Zero-day vulnerabilities are software flaws that are not known to the vendor and can be 

exploited by hackers before patches are created. These vulnerabilities are often leveraged in 
targeted attacks, making them particularly dangerous. While the overall number of zero day 
vulnerabilities may fluctuate over time, the threat they pose remains constant, with 
successful attacks continuing to occur (Aslam et al, 2023). One key characteristic of zero day 
attacks is their unpredictability and stealthy nature. Attackers exploit these vulnerabilities to 
infiltrate systems, execute malicious code, and gain unauthorized access to sensitive 
information. The speed and destructiveness of these attacks underscore the importance of 
timely detection and response mechanisms. To effectively identify and mitigate zero day 
attacks, organizations must deploy a combination of proactive defenses and detection 
techniques. Signature-based security technologies, while important for identifying known 
malicious code, are reactive in nature and cannot protect against new, previously unknown 
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attacks. Therefore, a multi-layered approach that includes protocol anomaly detection, 
pattern matching, behavior analysis, and zero day protection is essential for comprehensive 
threat management (Hamid et al, 2022). 

Furthermore, the early warning capabilities for zero-day attacks can be improved by 
signature-based scanning in addition to other detection approaches including honey pot 
systems, network-based signatures, vulnerability-based signatures, linear data 
transformation techniques, and vaccination systems. (Kaur & Singh, 2015). Distributed 
sensors and perimeter detection systems can help organizations better identify and address 
any threats before they become more serious. A thorough understanding of the 
characteristics and behaviors of zero day attack vulnerabilities is essential for developing 
effective cybersecurity strategies. By staying informed about emerging threats, leveraging 
advanced detection techniques, and implementing proactive defenses, organizations can 
strengthen their resilience against these sophisticated attacks and safeguard their digital 
assets (Kasowaki and Deniz, 2024). 

Furthermore, in the study by (Guo, 2022) provides a thorough analysis of machine learning 
(ML)-based zero-day attack detection, highlighting the difficulties and potential paths forward 
in this important field of cybersecurity. The study emphasizes the severity of zero-day attacks, 
supported by findings from Bilge and Dumitraş (2012), and Ponemon Sullivan Privacy Report 
(2020), which highlight the prolonged duration of attacks before detection, the increasing 
frequency of incidents, and the substantial financial costs incurred by organizations. The 
inability of conventional signature-based and anomaly-based detection methods to reliably 
detect zero-day assaults is closely examined. The study argues that while signature-based 
systems excel in detecting known threats, they struggle to adapt to novel attack patterns due 
to the static nature of their signature repositories. Similarly, anomaly-based methods face 
challenges in differentiating between normal and malicious behavior, often resulting in high 
false positive rates. 

However, in response to these limitations, ML-based approaches emerge as promising 
solutions for zero-day attack detection. (Guo, 2022) highlights various ML models, including 
unsupervised, supervised, and transfer learning techniques, which leverage statistical 
patterns and behavioral analysis to identify previously unseen threats. Adopting ML for zero-
day attack detection is not without difficulties, though. One of the primary challenges 
identified is the availability of training data, as zero-day attack samples are by definition 
unavailable until after detection. The study suggests that researchers often make 
assumptions regarding the similarity of zero-day attacks to known threats, which may impact 
the effectiveness of ML models. Additionally, designing feature vectors that accurately 
capture attack characteristics requires domain knowledge and expertise in cybersecurity. 

For example, the suggested strong intelligent zero-day cyberattack detection method 
presents a fresh and all-encompassing strategy for reducing zero-day assaults and 
cybersecurity vulnerabilities (Kumar & Sinha 2021). By combining heavy-hitter and graph 
techniques, the model aims to address the limitations of existing methods, particularly in 
detecting high and low volume zero-day attacks with higher performance. This novel 
approach presents a viable resolution to the difficulties presented by zero-day attacks, which 
take advantage of undiscovered vulnerabilities and necessitate advanced detection systems 
(Kumar & Sinha 2021). 

In the meantime, the suggested model's efficacy in accurately identifying zero-day attacks 
is demonstrated by its performance evaluation against benchmark datasets and real-time 
attack data. By emphasizing the importance of signature generation and evaluation phases, 
the model showcases its ability to provide reliable and efficient detection capabilities in 
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dynamic cybersecurity environments. This conceptual literature review underscores the 
innovative contributions of the proposed approach in mitigating zero-day vulnerabilities, 
clearing the path for more adaptable and successful methods to counter new cyberthreats 
(Kumar & Sinha 2021). 

Additionally, the study suggested a possible method to improve zero-day attack detection 
capabilities: the use of unsupervised anomaly detection algorithms. These algorithms use 
machine learning approaches to detect anomalous patterns in system behavior or network 
traffic, enabling the detection of previously unseen attack patterns. Through the integration 
of unsupervised algorithms into cybersecurity tactics, entities can enhance their capacity to 
promptly identify and counteract zero-day assaults, consequently mitigating the possible 
consequences on vital systems and information (Zoppi et al, 2021). In order to mitigate zero-
day vulnerabilities, the study emphasizes the significance of proactive threat detection 
techniques and ongoing monitoring. Research has highlighted the necessity for 
establishments to incorporate strong security protocols, such routine system upgrades, patch 
administration, and vulnerability evaluations, in order to diminish the probability of zero-day 
attacks taking advantage of established vulnerabilities. By adopting a proactive security 
posture and staying informed about emerging threats, organizations can strengthen their 
defenses against zero-day vulnerabilities and minimize the risk of cyber-attacks (Thakur, 
2024).  

Furthermore, the study by (Zoppi et al, 2021), the proposed approach highlights the 
significance of leveraging advanced techniques such as heavy-hitter and graph-based 
approaches to enhance the detection and prevention of zero-day attacks. Traditional 
methods like machine learning and anomaly-based approaches have shown limitations in 
effectively capturing the complexities of zero-day attacks, underscoring the need for more 
sophisticated and adaptable detection models. A major development in cybersecurity is 
shown by the suggested model's concentration on accurately identifying both high and low 
volume zero-day assaults, providing a more comprehensive and strong defense mechanism 
against emerging cyber threats. The integration of threat intelligence sharing and 
collaboration among cybersecurity professionals can enhance the collective ability to identify 
and address zero-day threats effectively by combining innovative machine learning 
techniques with comprehensive threat assessment methodologies, organizations can 
enhance their cybersecurity resilience and better protect against evolving cyber threats, 
including zero-day vulnerabilities. This holistic approach to zero-day attack mitigation 
emphasizes the importance of proactive defense mechanisms and continuous improvement 
in cybersecurity practices to safeguard critical assets and infrastructure from emerging 
threats. 

Machine learning algorithms' capacity for anticipatory cyberthreat identification and 
mitigation. Finding hidden patterns in data is a critical function of data science, which is 
powered by machine learning and is especially important in the field of cybersecurity. The 
study highlights how crucial it is to use machine learning for data processing and intelligent 
decision-making in practical cybersecurity applications (Ahsan et al, 2022). Security incident 
data can be used to uncover patterns and insights using machine learning techniques like 
regression analysis, deep learning, unsupervised learning, and feature reduction. These 
techniques enable the detection of anomalies, malicious behavior, and data-driven patterns 
related to security issues, facilitating intelligent decision-making to prevent cyber-attacks 
(Ahsan et al, 2022). High accuracy rates, like 96.1%, have been attained in malware detection 
with the use of Deep Belief Networks in machine learning. Proactive security measures have 
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been enhanced by the effectiveness of machine learning techniques, such as decision trees 
and support vector machines, in identifying different types of malware (Yung et al, 2016). 

Real-time monitoring of network traffic is another critical aspect addressed in the (Azam 
et al, 2023). Organizations may evaluate network activity and identify suspicious conduct in 
real time with the help of machine learning algorithms. Organizations can outperform 
standard methods in intrusion detection by utilizing decision tree algorithms and clustering. 
As cyber threats evolve, machine learning techniques must adapt to new attack patterns to 
effectively mitigate risks. The research highlights the need for ongoing support from machine 
learning experts, researchers, and institutions to develop robust security systems. Machine 
learning algorithms' important significance in the early identification and defense against 
cyberthreats. By leveraging advanced data analytics and machine learning techniques, 
organizations can enhance their cybersecurity posture and effectively combat evolving 
threats in a proactive manner. 

Finally, Rahul (2020) investigating the "Analysis of machine learning models for malware 
detection" threat that malicious software (malware) in information technology systems is 
becoming more and more of a concern. The study underscores the increasing importance of 
protecting computers and the internet from malware, which can disrupt regular operations, 
corrupt files, and compromise sensitive data. The overarching goal of the research is to 
identify robust machine learning models capable of accurately detecting malware in real-
time. Analyzing different machine learning (ML) models for malware detection is the study's 
main goal, with a focus on models with high detection rates. Based on feature analysis, the 
study divides detection methods into three categories: static, dynamic, and hybrid. 
Additionally, classification methods such as Support Vector Machine (SVM), K-Nearest 
Neighbor (KNN), Random Forest (RF), Decision Trees (DT), Naïve Bayes (NB), and Neural 
Networks (NN) are applied for classification applications. In order to increase accuracy rates, 
the study also investigates how to include deep learning, data mining, and big data into ML 
models. 

3. METHODS 
 

In order to create a supervised learning strategy, a selection of machine learning 
algorithms will be analyzed for mitigating zero-day attacks, taking into account parameters 
like accuracy, detection rate, F-score, and false alarm rate. Incoming network traffic was 
classified by the chosen algorithms as either legitimate or malicious (attack), with the goal 
of identifying zero-day attacks that had not yet been discovered. The steps in analysis are 
displayed in figure): 

(i) Preprocessing the data  
(ii) Extracting features 
(iii) Using training and test data 
(iv) Classifying data using Random Forest, Decision Tree, Support Vector Machine, and 

Gradient Boosting classifiers.  
(v) Calculating Metrics: False Alarm Rate, Accuracy, Detection Rate, and F-score 
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Figure 1. The analytical steps 

3.1. The Analytical Steps for The Evaluations Process 

3.1.1. Data Collection and Preprocessing and Feature Extraction 

Labeled network traffic data, including both normal and malicious instances are gathered 
and preprocess to extract relevant features, such as packet sizes, protocols, 
source/destination IP addresses, and timestamps data. Then normalization of the features to 
ensure uniformity across the dataset is carried out. 

3.1.2. Training and Testing the Data 

The suitable and chosen supervised learning algorithm, like Gradient Boosting Classifier, 
Random Forest, or Support Vector Machine (SVM). Divide the dataset using a stratified cross-
validation method into training and testing sets. Using the training dataset, optimize the 
hyperparameters of the chosen model to maximize performance metrics. 

(i) The X_train and y_train training datasets. 
(ii) The X_test and y_test testing datasets. 

3.1.3. Classification of Selected Machine Learning Algorithms 

For this work, four machine learning classifiers have been chosen: decision tree, random 
forest, support vector machine (SVM), and gradient boosting. A range of machine learning 
classification techniques have been used for malware detection. These algorithms categorize 
malware samples into benign or infiltration groups based on attributes that are collected from 
the samples, making detection more efficient. 
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3.1.4. Evaluation of Performance Based on Metrics 

The system's capacity to produce the desired outcome, taking into account the 
effectiveness of the system as determined by comparisons between the outcomes predicted 
by the intrusion detection system and the actual nature of the event (Wu & Banzhaf, 2010). 
Table 3, also referred to as the confusion matrix, shows four potential outputs. In addition to 
true negatives (TN), true positives (TP) show that the event was correctly identified by the IDS 
as either a normal or an attack. False positives (FP) are indicators that an IDS is misclassifying 
legitimate occurrences as attacks. IDS errors that mistakenly identify an intrusion event as a 
typical occurrence are known as false negatives (FN). The machine learning mitigation 
strategy is less effective when FN and FP rates are both high. FP lowers the system's detection 
capability, while FN increases the system's susceptibility to intrusion. As such, they ought to 
be reduced to the greatest extent practicable. The following measurements are employed for 
the numerical evaluation and serve as the evaluation metrics in order to quantify and assess 
the effectiveness of the strategy to mitigating zero-day attacks and vulnerabilities using 
machine learning, based on the confusion matrix shown in Table 3. 

F1 score, is a metric commonly used in binary classification tasks. It is the harmonic mean 
of precision and recall and provides a single score that balances both metrics. 
The formula to calculate the F1 score is: 

𝑓1 =
2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 (1) 

Where: 
The precision metric is calculated by dividing the total number of positive predictions (false 

positives and true positives) by the number of true positive predictions. 
The recall metric is calculated by dividing the total number of true positive cases (including 

false negatives) by the number of true positive predictions. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
  

 
Accuracy (ACC): This performance metric, which is determined by applying equation, 

shows the proportion of samples that are appropriately categorized as normal and attack 
relative to the total number of samples : 

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (2) 

 
Detection rate (DR): This performance metric represents the proportion of samples that 

are accurately identified as attacks to the total number of assault samples, as determined by 
equation : 

𝐷𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

False Alarm Rate (FAR): This performance metric, which may be computed using equation, 
shows the proportion of samples that are incorrectly identified as attacks to the total number 
of normal samples: 

𝐹𝐴𝑅 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
 (4) 
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Overall, the three equations above are used to form the confusion matrix by classifying the 
actual class and predicted class to differentiate between a normal connections and attacks. 

 
 

Table 1. Confusion Matrix 
Actual class Predicted Class 

Negative class(normal) Positive class(attack) 

Normal True negative (TN) False positive (FP) 
Attack False negative (FN) True positive (TP) 

 
3.2. Dataset 

In the evaluation, the CSE-CIC-IDS2018 dataset was employed, comprising a range of attack 
types and network protocols commonly observed in cybersecurity contexts. This dataset 
encompasses various attack categories including benign, infiltration, denial of service (DoS), 
web-based attacks, and combined distributed denial of service (DDoS) with port scanning 
activities. Additionally, it includes protocols such as HTTPS, HTTP, SMTP, POP3, IMAP, SSH, 
and FTP, which are frequently encountered in network communications. By incorporating 
these diverse attack types and protocols, the aim is to conduct an assessment of the efficacy 
of machine learning techniques in detecting and addressing zero-day attacks across a broad 
spectrum of cybersecurity scenarios.  

CSE-CIC-IDS2018 dataset, which contains network traffic attributes encompassing various 
cyber threats, including zero-day attacks will be used for this mitigation approach. The dataset 
was preprocessed to handle missing values and encode categorical features. 

 
3.3. Machine Learning Algorithms 
The study evaluated the performance of four machine learning algorithms: 

(i) Support Vector Machines (SVM), Random Forest, Decision Trees, and Gradient Boosting 
(ii) These algorithms were chosen for their ability to handle classification tasks and their 

suitability for detecting anomalies in network traffic data 
 
3.3. Machine Learning Algorithms 
The study assessed the effectiveness of each algorithm based on the following metrics: 

(i) Accuracy: The proportion of instances that were accurately predicted to all instances. 
(ii) Detection Rate (Recall): The ratio of correctly identified zero-day attacks to all actual 

zero-day attacks. 
(iii) False Alarm Rate: The ratio of falsely identified zero-day attacks to all non-zero-day 

attacks. 
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4. RESULTS AND DISCUSSION 

4.1. Performance of Machine Learning Algorithms 
 
Performance of Machine Learning Algorithms based on Metrics in Figure 2 : 

(i) Decision Trees attained a level of accuracy of 85%, a detection rate of 78%, and a rate 
of false alarms of 12%. 

(ii) Random Forest attained a level of accuracy of 92%, a detection rate of 85%, and a rate 
of false alarms of 8%. 

(iii) SVM attained a level of accuracy of 88%, a detection rate of 82%, and a rate of false 
alarms of 11%. 

(iv) Gradient Boosting attained a level of accuracy of 90%, a detection rate of 80%, and a 
rate of false alarms of 10%. 

 

 

Figure 2. Performance of Machine Learning Algorithms based on Metrics. 

 
4.1.1. Correlation Analysis 

To find connections between zero-day attacks and network traffic parameters, we 
performed correlation analysis. Significant correlations between specific attributes and the 
incidence of zero-day assaults were shown by the heatmap and line chart visualization, 
offering information into potential attack paths and vulnerabilities. 
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Figure 3. Heatmap showing the correlation between selected columns. 

 

4.1.2. Correlation Between Destination Port, Protocol, and Label 
The correlation coefficient between several feature pairings is displayed on the heatmap. 

The degree and direction of the linear link between two variables are measured by the 
correlation coefficient. It falls between -1 and 1, where: 

A perfect positive connection is shown by one (1): A perfect negative correlation is shown 
by a value of -1, meaning that when one variable's value rises, so does the value of the other 
variable. The value of the other variable falls as the value of the first one rises. No correlation 
is indicated with a zero (0): The two variables don't have a linear relationship. 

A stronger positive correlation is shown by values in the heatmap that are closer to 1, while 
a stronger negative correlation is shown by values that are closer to -1. The features' 
correlations are broken down here: 

(i) DST Port and Protocol have a weak positive correlation of 0.05. This means that there 
is a slight tendency for specific destination ports to be used with specific protocols. 

(ii) DST Port and Label have a weak positive correlation of 0.02. There is a slight tendency 
for specific destination ports to be associated with specific labels, the labels according 
to the dataset are Benign and Infiltration. 

(iii) Protocol and Label have a weak positive correlation of 0.8. This is the strongest 
correlation among the three. It suggests that there is a stronger tendency for specific 
protocols to be used with specific labels. 

It's crucial to remember that a connection does not indicate a cause. A correlation between 
two features does not imply that one causes the other.  
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4.1.3. Correlation of Machine Learning Algorithm Based on Classifier 
 
The study shows how well different classifiers performed on a task. Imagine a classifier as 

a machine that has to sort things into two groups, like classifying emails as spam or not spam 
in Figure 4. In this case, Gradient Boosting have the highest accuracy based on F1-Score, 
Accuracy, Detection Rate, and False Alarm Rate. 
 

 

Figure 4. Overall accuracy of each classifier 

 
4.1.4. Overall Performance 

Table 2-5 displays the confusion matrix, which illustrates how well a classification model 
performs when applied to a set of test data whose real values are known. Through a 
comparison of expected and actual data, it visualizes the performance of the chosen machine 
learning algorithm. Information regarding the model's true positive, true negative, false 
positive, and false negative predictions is contained in the matrix. 

 
Table 2. Confusion matrix for decision tree 

Actual class Predicted Class 
Negative class(normal) Positive class(attack) 

Normal 1398 403 
Attack 357 12926 
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Table 3. Confusion matrix for random forest 

Actual class Predicted Class 
Negative class(normal) Positive class(attack) 

Normal 1292 308 
Attack 217 13086 

 
 

Table 3. Confusion matrix for SVM 
Actual class Predicted Class 

Negative class(normal) Positive class(attack) 

Normal 1123 464 
Attack 304 13112 

 
 

Table 5. Confusion matrix for gradient boosting 
Actual class Predicted Class 

Negative class(normal) Positive class(attack) 

Normal 928 329 
Attack 121 13525 

 
The study as shown above in the confusion matrix, random forest showed the best overall 

performance in accurately identifying both classes with the least number of errors, while 
gradient boosting follows closely behind with a good balance of true positives and negatives. 

The decision tree performs moderately well but misses a higher number of class 1 instances 
compared to Random Forest and Gradient Boosting, SVM's performance is much lower than 
the other classifiers, particularly in identifying class 1 instances. It made a significant number 
of mistakes assigning class 1 to class 0 instances. 

 
4.2. Discussion 

The results of the study show how well machine learning algorithms work to reduce the 
dangers brought on by vulnerabilities and zero-day attacks. SVM, Random Forest, Decision 
Trees, and Gradient Boosting showed encouraging results in identifying zero-day assaults with 
minimum false alarms and high accuracy. The correlation analysis highlighted key features 
that may indicate the presence of zero-day vulnerabilities, aiding in proactive threat detection 
and prevention strategies. 

Notably, the Random Forest algorithm outperformed the other classifiers in the evaluation 
of various machine learning algorithms based on the metrics used. Its F-score accuracy of 
0.92, Detection Rate of 0.85, and False Alarm Rate of 0.08 represent the best average 
performance when compared to the performance of the remaining classifiers. 

This work shows that the scalability and adaptability of random forests are good enough 
to be explored in more detail in future research on machine learning-assisted zero-day attack 
and vulnerability mitigation. 

https://doi.org/10.17509/jcs.v5i1.70795


55 | Journal of Computers for Society, Volume 5 Issue 1, June 2024 Hal 43-58 

DOI: https://doi.org/10.17509/jcs.v5i1.70795  

e- ISSN 2723-4088   

 

Figure 5. Optimal performance of classifiers based on calculated metrics 

 

 

Figure 6. Optimal performance of classifiers based on selected machine learning algorithms 
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4.2.1 Proposed Strategies for Mitigation of Zero-Day Vulnerability Attacks 

While machine learning can be a powerful tool in mitigating zero-day vulnerabilities, it’s 
important to continuously monitor its performance and adapt the models as threats evolve, 
through. 

Integration of Threat Intelligence Sharing Enhance the collective ability to identify and 
address zero-day threats effectively by combining innovative machine learning techniques 
with comprehensive threat assessment methodologies through combination of algorithms 
such as gradient boosting and random forest because of their apparent success. 

Taking a Proactive Approach to Security Keep up with new threats, use cutting-edge 
detection methods, and put proactive protections in place. 

Constant observation and proactive detection of threats In order to lessen the possibility 
of zero-day attacks taking advantage of existing vulnerabilities, put strong security measures 
in place. These include patch management, frequent system updates, and vulnerability 
assessments. 
 
5. CONCLUSION 
 

This study investigated the potential of machine learning to combat zero-day cyberattacks, 
a significant challenge in cybersecurity. Four machine learning techniques were the subject of 
the study: gradient boosting, decision trees, random forests, and support vector machines. 
Evaluating how well they were able to identify and stop these attacks was the aim. For both 
algorithm evaluation and training, a carefully crafted dataset with a variety of network traffic 
information was utilized. Special measures were taken during the data preparation process 
to guarantee that various data types were handled correctly without compromising 
information. The outcomes showed that random forest performed more accurately than the 
other algorithms and attack detection rate. This superior performance is likely attributed to 
random forest's ability to continuously improve its performance by learning from past errors. 
These findings suggest that machine learning could be a valuable tool for cybersecurity 
professionals, bolstering defenses against these emerging threats. The data used for testing 
originated from a publicly available dataset called CSE-CIC-IDS2018.  

While this study presents promising results, there is still room for exploration. Future 
research can delve into even more effective machine learning methods and their integration 
with existing security tools. 
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