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A B S T R A C T   A R T I C L E   I N F O 

Research is a mandatory activity for lecturers at the 
Indonesian Education University. The Institute for Research 
and Community Service (LPPM) oversees these research 
activities. Before research can commence, the research 
proposal must be tested or reviewed by an Examining 
Lecturer (reviewer). Reviewers are selected based on the 
similarity between the researcher's and the reviewer's 
variables and the availability of the reviewer's quota. This 
selection process utilizes the Term Frequency Inverse 
Document Frequency (TF-IDF) and Cosine Similarity methods 
to measure the similarity between queries and documents, 
specifically abstracts and scientific fields. This approach 
results in reviewer recommendations with an accuracy of 
83.3%, as validated by experts. 
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1. INTRODUCTION 
 

Lecturers at the Indonesian University of Education are required to engage in research 
activities. These research and community service efforts must be completed within one 
calendar year. As mandated by Law Number 14 of 2005 on Teachers and Lecturers, lecturers 
are recognized as professional educators and scientists, whose primary duties include the 
transformation, development, and dissemination of science, technology, and art through 
education, research, and community service (Darmawan, 2020). 

Currently, research management at the Indonesian University of Education (UPI) is running 
using information technology. It cannot be denied that information technology has changed 
the paradigm and procedures for managing an activity to become more effective and efficient 
(Indrayani, 2012). With information technology, data can be managed easily, quickly and 
accurately thanks to sophisticated computers (Eskak, 2020). Starting from the proposal 
submission stage to reporting the results of research activities and community service. 
Management of research and community service at the Indonesian University of Education is 
managed by the Institute for Research and Community Service (LPPM). 

LPPM has the task of planning, implementing, developing and evaluating research and 
community service activities. Overall, the process of planning, implementing, developing and 
evaluating research and community service activities has run optimally. In the 
implementation stage there are several processes carried out starting from submitting 
proposals, reviewing proposals by reviewers, announcing passed proposals, disbursing 
research and service funds as well as inputting progress reports and final reports. 

During the review process it takes a very long time to pair researchers with reviewers who 
are appropriate to their scientific field because the pairing activity is carried out by the 
operator manually, not through an automatic system. Pairing reviewers with Research 
Proposals by considering several things, including similarities in areas of expertise and 
knowledge between the Proposing Lecturer and Reviewer, then the relationship between the 
proposed research title and the portfolio, interests and experience of research titles that have 
been reviewed by the Reviewer. In general, matching this profile is to get a small gap value 
which has a greater chance of being recommended (Badrul & Utami, 2022). 

Another problem is the limited number of reviewer lecturers in the Research Proposal 
testing process and also the maximum quota that reviewers have to test a number of 
Research Proposals. The limited number of reviewer lecturers is because to become a 
reviewer there are certain qualifications and must have a certificate. Then, as a result of the 
limited number of reviewer lecturers, this has an impact on several research fields where the 
number of reviewer lecturers is small. So, the pairing of reviewers with Proposal Proposers is 
based on profile similarity and testing quota availability. The profile similarity in question 
includes the criteria that are a prerequisite for pairing reviewers with lecturers proposing 
proposals, namely areas of expertise, knowledge and other parameters that will be examined 
in this research. Apart from that, when the quota for testing a proposal has been fulfilled, the 
proposal will be directed to other lecturers by considering the closest profile, competency 
and interest in certain research according to the proposed proposal. 

This pairing of reviewers with proposal proposers will occur many times. Because in this 
process many possibilities will occur, especially in terms of similar quota availability profiles 
for testing proposals. So automation is needed in this installation, so that you don't waste a 
long time in the process of pairing the reviewer with the proposer of this proposal. 

There is several research related to this research, including the Implementation of Cosine 
Similarity Matching in Determining Final Assignment Supervisors, implementing the Cosine 
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Similarity method in determining final assignment supervisors in order to obtain an optimal 
guidance process. Cosine Similarity is a method for calculating the similarity (level of 
similarity) between two objects (Sidorov et al., 2014). In this study, the level of similarity 
between the title, topic and abstract of students' final assignments was calculated compared 
with data from the supervisor in the form of the supervisor's expertise and final assignments 
that had been supervised by the lecturer. Then the Cosine Similarity method will calculate the 
level of similarity of the two queries. The highest similarity score will appear as the 
recommended supervisor (Yasni et al., 2018). In research by Zaware, et al entitled "An 
Effectual Approach For Calculating Cosine Similarity", they say that text similarity plays an 
important role in text mining. This research suggests a new approach that allows us to 
calculate the cosine similarity coefficient in a more productive and cost-effective way. It 
provides many advantages over traditional approaches of calculating similarity and can 
therefore be applied in a wide range of applications (Zaware, et al., 2015). 

 Then the research titled "Designing and Making Scholarship Information Search 
Applications Using Cosine Similarity" explores the use of an information retrieval (IR) based 
search system to find scholarship information online. This IR system is developed using the 
vector space model (VSM). To gather scholarship data, a Web Crawler is utilized, specifically 
the Vietspider Web Crawler, and the collected data is stored in a database. The similarity 
between scholarship data is determined using cosine similarity, which helps in presenting 
relevant scholarship information to users based on their search queries (Kurniawan et al., 
2014). In another study titled "Text Mining: Text Similarity Measure For News Articles Based 
On String Based Approach," the Cosine Similarity algorithm is employed to measure the 
similarity between news articles. This method involves three crucial preprocessing steps: Stop 
Word Removal, Extracting the Noun, and TF-IDF on news article datasets (Kohila & Arunesh, 
2016). 

In the research entitled Essay Type Exam Assessment Using the Text Similarity Method, 
assessment using text similarity with the tf-idf method produces output that matches the 
user's specifications, but requires quite a long computing time when the data being processed 
(document text) is large, the system text similarity is not significantly different compared to 
expert-based assessments, but care must be taken when selecting answers that will be used 
as keys so that they do not become words that do not contain meaning (bias) (Sulistyo et al., 
2015). 

Bambang Kurniawan and colleagues conducted a study titled "Classification of News 
Content Using the Text Mining Method." This research focused on the automatic classification 
of news articles on news portals. The approach employed in the study was the text mining 
method, a form of data mining aimed at discovering intriguing patterns within large sets of 
textual data. The algorithm applied for this classification task was the naïve Bayes classifier, 
which aids in the classification process. The outcome of the research was a web-based news 
classification system developed using the PHP programming language and a MySQL database. 
The study demonstrated that news articles could be fully automatically classified (Kurniawan 
et al., 2012). 

The next research titled "A Text Categorization Method using Extended Vector Space 
Model by Frequent Term Sets" explores text categorization. It introduces a new limitation of 
AD-Sup to extract discriminative features from frequently used term sets for classification 
tasks. The classification results on the Reuters-21578 and WebKB corpora demonstrate that 
AD-Sup constraints effectively extract useful features, and the combination strategy improves 
the feature space and classification performance (Yuan et al., 2013). 
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Additionally, the study by Riki Ruli et al., titled "Application for Determining Thesis 
Examining Lecturers Using the Tf-Idf Method and Vector Space Model," applies text mining, 
TF-IDF, and Vector Space Model (VSM) to develop a system for recommending thesis 
examiners. Text mining processes the thesis titles and abstracts, while VSM classifies 
competencies. This system can recommend three lecturers as examiners based on the match 
between the title, abstract, and classification. The research employs the CRISP-DM software 
development model, which includes phases such as business understanding, data 
understanding, data processing, modeling, evaluation, and deployment. The study achieves 
an accuracy of 93.22% (Siregar et al., 2017). 

2. METHODS 
2.1. Data Collection 

Lecturer reviewer data and Lecturer Research Proposal proposals used in this research 
were obtained directly from LPPM Indonesian Education University. This data is data from 
2019 research proposals, which were selected randomly. The data obtained consists of 
proposed research proposals, reviewer lecturers. 

2.2. Reviewer Determination System Model Flow 

In this system, there is a function to accept lecturers' research proposals. From these 
results, the abstract and scientific field of the proposing lecturer are obtained which have 
been stored in the database. The abstract and scientific field of the proposing lecturer are 
processed using text preprocessing to produce basic words. After that, weighting is carried 
out on each word in the abstract, the proposer's research field and the reviewer's research 
field. Then an assessment is carried out using cosine similarity. This assessment will result in 
a value ranging from 0-1. The higher the value, the higher the similarity between the proposal 
data and the reviewer data. The value that has been obtained is then converted into a 
percentage by multiplying by 100%, so that the data obtained is then displayed as a result for 
reviewer recommendations that can be selected by the admin. 

2.3. Test Data 

The data used in this research, namely lecturer and reviewer research proposals, was 
obtained from the 2019 lecturer proposal data consisting of the name of the proposer, the 
scientific field of the proposer, and the abstract of the proposal and will be compared with 
the reviewer data which consists of the name of the reviewer and the scientific field obtained. 
from the LPPM UPI Litabmas database. 

2.4. Text Preprocessing Stage 

Text preprocessing is the initial stage in processing the lecturer's proposal abstract and the 
reviewer's scientific field data. In this stage there are several steps that will be taken, which 
can be seen in Figure 1 (Mariel et al., 2017). 

 

Figure 1. Text preprocessing stage. 

In this case folding process, the case is equalized to the abstract and the reviewer's 
scientific field which will be processed into lower case letters. The tokenizing stage is the 
process of removing punctuation characters and numbers in words from a document. 

END START 
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Removed characters like ‘~!@#$%^&*()_+={}[]\|;:’”,./?. The stopwords stage is the removal 
of words that are considered meaningless or do not have the power to describe something 
strong, such as conjunctions. The stemming stage is the stage of changing words that have 
gone through case folding, tokenizing, stopwords removal into base words. 

2.5. Term Weighting Stage 

After going through the text pre-processing stage which produces only basic word data, 
the next stage is word weighting. In this stage, the research proposal abstract is referred to 
as a query and the reviewer's scientific field is referred to as a document. It is hoped that the 
results of the text similarity calculation will produce a good document ranking. 

To carry out word weighting, the first step is to form a word dictionary. Before the process 
of determining the reviewer, a dictionary is first created. . Example of a dictionary of words 
in the form of unigrams for the process of determining research proposal reviewers taken 
from the abstract as a query and the reviewer's scientific field as a document. 

Next is the TF and IDF calculation stage. Tf-Idf is a calculation that describes how important 
words (terms) are in a document. 

The final stage is the stage of calculating the weight of each document. At this stage, the 
weight of the document for words or the weight of the key for the document will be calculated 
using the formula below (equation 1): 

2.6. Cosine Similarity Stage 

Calculate the similarity of the query [document] vector Q with each existing document. 
Similarities between documents can use cosine similarity. The formula is as follows (equation 
2): 

2.7. Software Development 

In building software, the first stage is needs analysis. The software built is a system for 
determining Lecturer Examiners (reviewers) for Lecturer research proposals. This tool will 
provide recommendations for lecturers who can become examiners (reviewers) in testing UPI 
lecturers' research proposals. 

The second stage is software design. In this section the researcher will discuss operational 
process architecture and software interface design. The first process is the operational 
process of the software, including input and output produced by the system. The input to the 
search recommendation system for examining lecturers (reviewers) is the abstract of the 
lecturer's research proposal and the lecturer's scientific field. The output produced by this 
system is the name of the reviewer lecturer with the match percentage based on the Cosine 
Similarity calculation method. So that the names that appear can be selected to become 
reviewers. The second process is interface design. The display of the software displays a list 
of lecturer research proposals that have been input by the proposing lecturers with a button 

𝑤 = 𝑡𝑓 × 𝑖𝑑𝑓 (1) 

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = cos(𝜃) =  
𝐴 .𝐵

||𝐴|| ||𝐵||
 =  

∑ 𝐴1𝐵𝑖
𝑛
𝑖=1

√∑ 𝐴𝑖
2√∑ 𝐵𝑖

2𝑛
𝑖=1

𝑛
𝑖=1

  
(2) 
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to search for reviewers. Then the output of the reviewer's recommendation list displays with 
the percentage of similarity resulting from the Cosine Similarity method calculation process. 

After carrying out the software analysis and design stage, the next step is for the author to 
implement it according to the results of the design developed at the software design stage. 
This implementation process produces functions that can be executed to complete the 
processes in this software. 

 The final stage is software testing. At this testing stage, the author uses a black box method 
to ensure that all functions run well. Black box testing is referred to as behavioral testing. 
Where the interior structure, logic of the software under test is unknown to the tester. Testing 
is based on requirements specifications and does not require code analysis. Black box testing 
is carried out from the end user's perspective. (Praniffa et al., 2023). Testing using the black 
box method was carried out by the author by paying attention to each function that had been 
created. 

 

Figure 2. Interface Design. 

2.8. Experimental Design 

In conducting the experiment, the author used 30 test data originating from 2019 research 
data which is the focus of this research. This data will be input for the software being built. 

Then, the author evaluates the output results of the software to validate whether the 
recommendations of the examining lecturer (reviewer) can accommodate the proposed 
abstract. The evaluation carried out was in the form of an expert judgment on Dr. Yadi Ruyadi, 
M.Sc. as Secretary of LPPM UPI for the 2015-2020 period and Pipin Firdaus, S.Kom. as 
Research Manager of LPPM UPI. 

Then to analyze the results, researchers used a rating scale with the following equation 
[14]: 

Then the calculation results from the rating scale method will be categorized into five 
categories using the scale in Table 1. 

  

𝑃 =  
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟′𝑠 𝑎𝑠𝑠𝑒𝑠𝑠𝑚𝑒𝑛𝑡 𝑠𝑐𝑜𝑟𝑒

𝑖𝑑𝑒𝑎𝑙 𝑠𝑐𝑜𝑟𝑒
 × 100% 

(3) 
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Table 1. Rating Scale 

Percentage Score  Interpretation 

P ≤ 20% Very Less 

20% < P ≤ 40%  Less  
40% < P ≤ 60% Enough 

60% < P ≤ 80% Good  
80% < P ≤ 100% Very Good  

 

3. RESULTS AND DISCUSSION 
The experimental results are in the form of 30 test data and the results of the 

recommendations of the Examining Lecturer (reviewer). The results of this test data will then 
be carried out by expert judgment to evaluate the software output results. 

To evaluate software output results. Judgment is carried out by two experts. In carrying 
out this expert judgment, the experts are asked to evaluate the recommendations of the 
examining lecturers (reviewers) that appear which can be paired with the abstract of the 
proposed research proposal (see Table 2). 

Table 2. Expert Evaluation Results. 

Proposer 
Suitability 

Expert 1 Expert 2 

1 Yes Yes 
2 Yes Yes 

3 Yes Yes 
4 Yes Yes 
5 No No 

6 Yes Yes 
7 No No 

8 Yes Yes 
9 Yes Yes 

10 No No 
11 Yes Yes 

12 Yes Yes 

13 Yes Yes 

14 Yes Yes 
15 Yes Yes 
16 Yes No 

17 Yes Yes 
18 Yes Yes 

19 Yes No 

20 Yes Yes 
21 No No 
22 Yes Yes 

23 No Yes 

24 Yes No 

25 No No 
26 Yes Yes 

27 Yes Yes 

28 Yes Yes 
29 Yes No 
30 Yes Yes 
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After that, the researcher validates the two experts, if one of the experts answers "Yes" 
then it is considered an abstract and the recommendation of the Examining Lecturer 
(reviewer) is considered appropriate. The following are the results of the expert judgment 
evaluation. 

Based on Table 3, according to the expert the test data which is considered to be in 
accordance with the output of the Examiner Lecturer's recommendation (reviewer) and the 
abstract is 83.3% based on the Yes & Yes answers of 66.7% added to the Yes & No answers of 
16.7%. Meanwhile, according to experts, 16.7% did not match the results of the Examining 
Lecturer's (reviewer's) recommendations with the abstract. If these results are categorized 
based on the rating scale in Table 1, the results are categorized as very good because the 
results of the Examiner Lecturer's recommendation (reviewer) with the abstract reached 
83.3%. 

At this analysis stage, the researcher found that when the expert saw an abstract that 
matched the reviewer's expertise, the expert would conclude that the research proposal 
could be paired with the reviewer's recommendations produced by the software that the 
researcher had built. Therefore, the TF-IDF and Cosine Similarity methods can be applied in 
determining reviewers using abstract data and scientific fields because they get good 
efficiency values (see Table 4). 

Table 3. Percentage of Conformity to Expert Judgment Results. 

Suitability of Abstract and Recommendations Percentage (%) 

Yes & Yes 66,7% 

Yes & No 16,7% 
No & No 16,7% 

 
Table 4. Conclusion of Experiment Results. 

Suitability of Abstract and Recommendations Percentage (%) 

Yes 83,3% 
No 16,7% 

 

4. CONCLUSION 
 

Research to determine reviewers for research proposals for lecturers at the Indonesian 
University of Education using Tf-IDF and Cosine Similarity produced several conclusions. 
These conclusions include the following: 
(i) In determining the research proposal reviewer, input data is in the form of the applicant's 

scientific field, research abstract and reviewer's scientific field. The data is processed 
using preprocessing which includes case folding, tokenizing, stopword removal and 
stemming. There is a calculation of the comparison of proposer and reviewer variables 
using the TF-IDF¬ and Cosine Similarity methods. The output results in the form of 5 
reviewer recommended names that can be selected by the software admin to be paired 
with the proposal. 

(ii) This research succeeded in implementing TF-IDF and Cosine Similarity into the system for 
determining reviewers for research proposals for lecturers at the Indonesian University 
of Education. 

(iii) The application of the TF-IDF and Cosine Similarity methods in recommending reviewers 
obtained 83.3% agreement based on the abstract and scientific field. From these results, 
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this recommendation system can be said to be very good. Then in this research, it was 
found that when the scientific field of a proposer and reviewer is the same, but the 
abstract and the reviewer's scientific field are different, the reviewer's recommendations 
cannot be paired with the proposal. 
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