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ABSTRACT

Al-Qur’an as the word of Allah is a comprehensive source of knowledge,
covering spiritual, moral, social, and psychological aspects, including
instructions on the recognition of emotions that have a significant impact
on a person's emotional intelligence. This research aims to identify and
categorize verses in Indonesian translation of the Quran that contain
basic emotions such as anger, disgust, fear, happiness, sadness, and
surprise. The process involves data preprocessing, verse search using
Vector Space Model, and application of K-Means Clustering algorithm. As
a result, the verses can be grouped into four main clusters. The
characteristics of the clusters formed include, cluster 0 shows the
grouping of verses containing the word “happy”, clusters 1 and 2
respectively show the word “fear”, and cluster 3 shows the word “sad”.
The cluster evaluation results obtained using Silhouette Score is 0.442
and Calinski-Harabasz Index is 251.653, which indicates that there is a
sign of cluster but there is still some overlap between clusters. In
conclusion, this clustering makes an important contribution to the
understanding of Quranic interpretation and opens up opportunities for
further development in academic studies and religious learning
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1. INTRODUCTION

The Qur'an as the word of God is an invaluable source of knowledge, covering various
aspects of life such as spiritual, moral, social, and psychological (I. Idaman dan S. Hidayat,
2011) (A. Mustofa,2018) (S. Suparlan,2008). Its verses not only provide guidance, but also
inspiration and motivation in living everyday life (A. Nurrohim dan |. N. Sidik, 2020). The
wealth of information in the Qur'an makes it a source that continues to be explored, including
in understanding emotions and psychological well-being.

The ability to regulate emotions is a critical life skill with a positive impact on adult life (R.
E. Martin dan K. N. Ochsner,2016). Emotional intelligence has a significant negative influence
on quarter life crisis in early adulthood, with a contribution of 83.7%. Of the 400 samples,
55.7% had high emotional intelligence and 56.2% experienced low quarter life crisis.
Emotional intelligence also plays an important role in reducing feelings of helplessness and
anxiety in early adulthood (1. L. Anggraenidan Y. A. Rozali, 2024). Efforts to improve emotional
intelligence can be done through reading literature

Technology plays an important role in Qur'anic interpretation in Indonesia, especially in
facilitating access to and understanding of complex religious literature. Technology can be
used as a tool to collect similar-themed verses and disseminate interpretations audiovisually
(D. I. A. Putra dan M. Hidayaturrahman, 2020). Thematic interpretation methods supported
by technology have proven to be more practical and faster than traditional methods.
Clustering translations of Qur'anic verses with algorithms such as k-means allows
identification of the best clusters, although further development is needed to focus on
specific topics (Y. E. Saida, 2007). In addition, the application of similarity calculation methods
is important to measure the similarity between Qur'anic documents, which supports the
effectiveness of search systems based on specific themes.

Based on this background, this study aims to explore the clustering of Qur'anic verse
translations based on basic emotion topics using the k-means algorithm. Visualization of
cluster results will be done with wordcloud for each cluster. This research is expected to
provide an overview of the basic emotional topics discussed in the translation of the Qur'anic
verses

2. METHOD
The research design procedure from start to finish is shown in Figure 2

Datazet A-Quran Translation Datazet Al-Quran Translation
(from tanzi.net) containg basic emofions topic

Text Preprocessing Clustering

Vactor Space Modgl — Result Analysis

Figure 1. Research Procedure
2.1 Dataset
The dataset used in the research is a dataset of the translation of the Qur'an in
Indonesian which amounts to 6236 verses. The dataset was obtained through the website
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https://tanzil.net/trans/ compiled by the “Indonesian Ministry of Religious Affairs” uploaded
onJune 04, 2010. The downloaded dataset has a .txt format. It contains the translation of the
Qur'an along with the letter and verse numbers separated by a “|” sign. The dataset will then
be read using the pandas library provided by Python

|1|1|Dengan menyebut nama Allah Yang Maha Pemurah lagi Maha Penyayang.
1|2|Segala puji bagi Allah, Tuhan semesta alam.

1|3|maha Pemurah lagi Maha Penyayang.

1]4|yang menguasai di Hari Pembalasan.

1|5|Hanya Engkaulah yang kami sembah, dan hanya kepada Engkaulah kami
meminta pertolongan.

1|6|Tunjukilah kami jalan yang lurus,

1]7|(yaitu) Jalan orang-orang yang telah Engkau beri nikmat kepada

I et N dee L

Figure 2. Dataset Quran Translation

2.2 Text Preprocessing
The stages of preprocessing are shown in the diagram below

« Case Folding

Punctual Removal ¥  Tokenization

w

Y

Stopword Removal

F

Stemming

Figure 3. Prepocecssing Stages
The first step in data preprocessing after reading the dataset of all Al-Qur'an translations
is case folding, which is the process of changing all characters in the text to lowercase letters
to ensure uniformity and reduce variations caused by differences in capitalization. Next,
punctuation removal is performed, which aims to remove or replace punctuation marks and
symbols contained in the text, so that the analysis can be more focused on meaningful
content. The next stage is tokenization, which is the separation of text into individual words
or tokens based on spaces or punctuation, to prepare the data for further analysis. Next is
stemming, which is the process of removing affixes or suffixes from a word so that it becomes
the basic form. This process is very important in an effort to understand the basic meaning of
words despite variations in their form. Finally, stopwords are removed, which is the process
of removing common words or conjunctions that often appear in the text but tend not to
contribute significantly to the understanding of the text content, so that the analyzed content
becomes more focused.
2.3 Vector Space Model
The stages in forming a Vector Space Model to search for verse translations based on the
keywords entered are shown in the diagram below.

Cosine Similarity
Basic emotion topic
verse search

Figure 4. Vector Space Model Stages
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The first stage is TF-IDF (Term Frequency-Inverse Document Frequency), which converts
text data into a numerical representation by considering the frequency of occurrence of
words in the document and their relevance across the document set. Next, Cosine Similarity
is used to calculate the similarity value between two text vectors by measuring the cosine
angle between them, which helps in identifying how similar the two texts are. The final stage
involves searching for verses with basic emotion topics such as “anger,” “joy,” “sadness,”
“fear,” “surprise,” and “disgust,” where a search is performed based on these keywords to
find verses that correspond to those emotions.

2.4 Dataset of Qur'anic translations based on basic emotion topics

Form a new dataset based on translated Qur'anic verses containing the basic emotion

keywords “senang sedih marah takut terkejut jijik”.
2.5 Clustering
Clustering stages are shown through the diagram below

Determination of
optimal cluster value

¥

K-Means
Clustering

Cluster Visualization

Figure 5. Clustering Stages

The first stage in this process is the search for optimal clusters, where the value of clusters
(k) to be formed is determined using elbow method analysis. This method helps in identifying
the right number of clusters by looking at the point where adding clusters no longer provides
a significant reduction in variance. Once the optimal number of clusters is determined, K-
means Clustering is performed using the k-means algorithm to form clusters based on the
predetermined (k) value. The final step is cluster visualization, where the clustering results
are visualized using PCA (Principal Component Analysis) plots to display the cluster
distribution in two-dimensional space, as well as wordcloud visualization for each cluster to
display the most dominant words in each cluster. This process allows for a more in-depth and
intuitive analysis of the clustered data.

2.6 Result Analysis

In this study, the results will be analyzed using clustering metrics. The metrics used are
Sillhouette Score and Calinski Harabasz Index. The value of the Silhouette Score can range
from -1 to 1, the sillhoeutte score value can be interpreted as follows (L. Kaufman dan P.
Rousseeuw, 1990):

Table 1. Sillhouette Score Interpretation
Score Sillhouette Score Mean
Interpretation
0.71-1.00 | Strong structure found
0.51-0.70 | Found a reasonable structure
0.26 - 0.50 | Weak structure found
<0.25 No substantial structure found

DOI: https://doi.org/10.17509/seict.v5i2.75942
p-1SSN 2774-1656 | e- ISSN 2774-1699



https://doi.org/10.17509/seict.v5i2.75942

127 | Journal of Software Engineering, Information and Communication Technology (SEICT), Volume 5
Issue 2, December 2024 Hal 123-134

3. RESULT AND DISCUSSION

3.1 Dataset

To start processing the Qur'an translation data, a dataset in .txt format downloaded from
https://tanzil.net/trans/ will be used. This dataset will be read using the pandas library, which
allows to convert text data into DataFrame format so that it is easier to analyze and process
further. Pandas provides various functions that are very useful for manipulating, transforming,

and exploring data, which will support the next steps in this research.

3.2 Preprocessing Data
a) Case Folding

Table 2. Case Folding Result

Input

Output

"Janganlah kamu bersikap lemah, dan
janganlah (pula) kamu bersedih hati,
padahal kamulah orang-orang yang
paling tinggi (derajatnya), jika kamu
orang-orang yang beriman."

"janganlah kamu bersikap lemah, dan
janganlah (pula) kamu bersedih hati,
padahal kamulah orang-orang yang
paling tinggi (derajatnya), jika kamu
orang-orang yang beriman."

b) Punctual Removal
Table 3. Punctual

Removal Result

Input

Output

"janganlah kamu bersikap lemah, dan
janganlah (pula) kamu bersedih hati,
padahal kamulah orang-orang vyang
paling tinggi (derajatnya), jika kamu
orang-orang yang beriman."

janganlah kamu bersikap lemah dan
janganlah pula kamu bersedih hati
padahal kamulah orang orang yang
paling tinggi derajatnya jika kamu
orang -orang yang beriman

c¢) Tokenization

Table 4. Tokenization Result

Input Output
janganlah kamu bersikap lemah | ['“janganlah'”’, '“kamu"”, "“bersikap'’, '“lemah'”’, '“dan'”,
dan janganlah pula kamu "“janganlah', '“pula"”, '“kamu'’, ‘'“bersedih'”,
bersedih hati padahal "“hati'”, '“padahal”, '“kamulah', ‘'“orang',
kamulah orang orang yang "“orang'’, “yvang'’, "“paling"”, “tinggi'”’,
paling tinggi derajatnya jika "“derajatnya"”, '"“jika", "“kamu'”’, '“orang”,”-orang"”,
kamu orang-orang vyang "“yvang', '"“beriman'’]
beriman
d) Stemming
Table 5. Stemming Result
Input Output
[Illjanganlahl”' Illkamulll' lllbersikapIH, [Illjanganlll’ lllkamulll’ lllsikapl”' Illlemahlll'
Illlemah”l' Illdanlll’ Illjanganlahl”' Illpulalll’ llldanl”’ Illjanganlfl’ Illpulalﬂ’ lllkamulll’ lllsedihlll’
Illkamulﬂ Illbersedihlll |llhatilll Illhatilll lllpadahallll lllkamulll Illoranglﬂ
7 7 7 7 7 7 7
Illpadahallll, Illkamulahlll’ llloranglll' I”Of'ang'”' Illyanglﬂ' Illpa“nglll, I”tinggi”"
I”Orang”” Illyanglll’ Illpalinglll' I”tinggil”, Illderajatlll' Illjikalll’ IllkamuIII, I”Of‘ang'”,
1K H " Vs " 1 " (u " u (I N "
derajatnya’”, jika'”, kamu'”, | ““orang"’, '“yang"”, “iman
Illoranglﬂ lllorangl” Illyanglll Illber_imanlll]
7 7 7
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1. Stopword Removal
Table 6. Stopword Removal Result

Input Output

['““jangan, '“kamu', '“sikap'’, '“lemah', '“dan'’, | ['“sikap'’, '“lemah'’, '“sedih"”’,
"“jangan', '“pula", '“kamu'’, '“sedih'’, '“hati", "““hati'”, "“orang'”’,
"““padahal”, '"“kamu", '“orang', '“orang', '“yang"’, "““derajat", '“iman'”’]

1.

lllpalinglll’ tinggilﬂ' Illderajatlll' Iﬂjikalll' Illkamul”’

2 Lu 1 ([P Y (H

"““orang’”, ““orang"”’, "“yang'’, '“iman"’]

2. Vector Space Model

a. TF-IDF

D1 D2 D3 D4 D5 D6 D7 DB D9 DIO . D627 D628 D6229 D630 D631 D62 DEZI D634 D635 D626

serea 000000 00 060000 00 00 00 00 G0 00 00 . w 1) 00 [ 00 0000000 W 00 L1 00
perawan 0000000 0.0 00000 Q0 00 00 00 G0 00 00 . 00 W o0 a0 00 0000000 o 00 L1 00
o 0000000 00 060000 G0 09 00 00 Q0 GO 00 . G0 00 00 QO 0D OAMET 00 00 00 00
tuss 00OCO00 0O 000000 00 00 00 00 G0 Q0 00 . 00 W o a0 00 0000000 00 0 w 00
mehs 037759 00 040239 G0 00 00 00 QO 00 00 . GO 00 00 GO 0D OONOM Q0 00 0 0D
upa 0000000 0O 040000 00 00 00 00 G0 0O 00 . G0 00 00 G0 0D 00NN 00 00 @0 00
sumyi 0000000 Q0 060000 QO 00 00 00 Q0 QO 00 . Q0 0w o a0 00 000000 L) 00 o 00
akber 000000 00 00000 00 00 00 60 G0 @O 06 . @G0 00 00 G0 0D QONOX 00 00 Q0 0D
puas 0000000 00 000000 00 00 00 00 G0 00 00 . [ [ . a0 00 0020000 00 [ 0 00
bamat 000000 GO 040000 00 00 00 00 00 00 00 . OO w 00 0 00 0000000 0 00 L] 00

2496 rows x 6236 colimns

Figure 6. Tf-Idf Result

Based On Figure 7, Showing Some Of The Tf-Idf Calculation Results Displayed Above
Shows A Matrix Consisting Of 2496 Rows And 6236 Columns, Where Each Row Represents A
Particular Word Or Term, And Each Column Represents A Document Or Paragraph In The
Dataset. The Tf-Idf Value Calculated For Each Word In This Document Indicates How
Important The Word Is In The Context Of That Particular Document.
b. Cosine Similarity

After obtaining the TF-IDF vector representation of each paragraph, the next step is to
calculate the similarity between documents using Cosine Similarity. Cosine Similarity
measures the similarity between two vectors by calculating the cosine of the angle between
them. The result is a similarity matrix that describes how similar each document is to each
other. This matrix is displayed in tabular form to provide a visual representation of the
similarity between documents.

0 1 2 3 4 5 6 7 8 9 \
0 1.000000 ©.040788 0.813535 6.6 0.0 0.6 0.0 0.0 0.8 0.0
1 0.040783 1.000000 0.000000 0.0 0.2 0.0 0.0 0.6 0.0 0.0
2 0.813535 0.000000 1.000000 0.6 0.0 0.0 0.0 0.6 0.8 0.0
3 0.000000 ©.000000 0.000000 1.6 0.6 0.0 0.0 0.6 0.8 0.0
4 0.000000 ©.000000 0.000000 ©.0 1.0 0.2 0.0 0.0 0.0 0.0

. 6226 6227 6228 6229 6238 6231 6232 6233 6234 6235
0.6 0.0 0.0 0.0 0.000000 0.0 0.000000 0.0 0.0 0.0
0.6 0.0 0.0 0.0 0.076926 0.0 0.000000 0.0 0.0 0.0
0.6 0.0 0.0 0.0 0.000000 0.0 0.000000 0.0 0.0 0.0
0.6 0.0 0.0 0.0 0.307237 0.0 0.000000 0.0 0.0 0.0
0.6 0.0 0.0 0.0 0.000000 0.0 0.518948 0.0 0.0 0.0

bW e

[5 rows x 6236 columns]

Figure 7. Cosine Similarity Result
c. Basic Emotion Topic Verse Search
To find the most similar verse to the input text based on basic emotion topics, a function
is created that receives input text from the user, preprocesses the text, and then converts it
into a TF-IDF vector. This vector is then compared with the TF-IDF vector of all documents
using Cosine Similarity. The document index with the highest similarity value is identified as
the most similar document. The text used as keywords are “marah terkejut takut senang sedih
jijik”.
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» ta_search.ipynb - tugas - Visual Studio Code

il | marah terkejut takut senang sedih jiji
Masukkan teks terjemahan: (Press ‘Enter’ to confirm or "Escape’ to cancel)
9 Restart [ Interrupt | [ variables = Outiine =+

Figure 8. Basic Emotion Keyword Input For Qur'an Search
3. Dataset of Qur'anic translations based on basic emotion topics
After searching using the Vector Space Model, a new dataset is formed in the form of
translations of Al-Qur'an verses containing basic emotion words according to the keywords
that have been used. A total of 275 verses containing words on the topic of basic emotions
were obtained.

1D Dokumen  Surah Ayat Translation Processed  Cosine Similarity

0 1498 n 2% agar kamu tidak menyembah selain Allah. Sesung... sembah allah takut timpa azab sedih 0310342

1 33 2 8 Kemudian Musa kembali kepada kaumnya dengan ma... musak h sedih hati hai tuhan janji asa.. 0286551

2 122 9 58 Dendiantara mereka ada orang yang mencelamu..  orang cela distribusi zakat sebahagian senang .. 0265154

3 354 PR ‘seakan-akan mereka itu keledai liar yang fari .. keledai liar lari kejut 0256949

4 8E £ 7 Dan (bagi) orang-orang yang menjauhi dosa-dosa.. orang dosa keji marah maaf 0252905
m 5 T n atau seperti {orang-orang yang ditimpa) hujan .. orang hujan bebat langit gelap guiita qu.. 0046218
m 3569 ) Dan ingatlah), ketika kamu berkata kepada ora..  orang allah limpah nikmat tahan isterimu takwa... 0044665
m P21l 1 75  Dantidakada dosa bagi kamu meminang wanita-w... dosa pinang wanita sindir sembunyi awin hati a... 0.038875
m 517 4 5 Dan barangsiapa diantara kamu (orang merdeks) .. barangsiapa orang merdeka belanja awin wanita .. 0035433
b 671 5 3 Diharamkan bagimu (memakan) bangkai, darsh, da.. haram makan bangkai darah daging babi hewan se.. 0030971

275 rows x 6 columns

Figure 9. Basic Emotion Qur'an Translation Dataset
4. Clustering

a. Determination of Optimal cluster
Elbow Method for Optimal k using WSS

12

o

Within-Cluster Sum of Squares (W55)

2 4 6 8 10 12 14
Number of clusters (k)

Figure 10. Elbow Method Plot

Based On The Elbow Plot In Figure 11, The Elbow Point Indicates The Optimal Number Of
Clusters Because After This Point, The Decrease In Wss Becomes Less Significant Even Though
The Number Of Clusters Increases. This Point Gives An Indication That Further Addition Of
Clusters Does Not Give Any Significant Advantage In Terms Of Reducing The Variation In The
Clusters, And Therefore, Is Considered As The Optimal Number Of Clusters For Data
Clustering. Based On The Resulting Graph, The Elbow Point Is At A Value Of K=4 So That Value
Will Be Used In Forming Clusters Using The K-Means Algorithm.
b. K-Means Clustering

After determining that the optimal number of clusters is 4 based on elbow analysis, the
next step is to cluster the data using the K-means algorithm. By using the scikit-learn library,
the implementation of this algorithm can be done easily. First, the K-means model is initialized
by setting the number of clusters to 4. Then, the model will be trained on the dataset. The
clustering result will be a cluster label for each data point, indicating which group the data
belongs to.
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¢. Cluster Visualization

Clustering Results for emosi_dasar.csv with PCA

Principal Component 2

. &
& '
.-?o \" L]
e,
.4 -~
- _am
® senang, hidup, dunia, allah, orang,
takut, orang, allah, tuhan, hati, lin

® takut, tuhan, orang, azab, allah, aj
® sedih, hati, orang, allah, khawatir,

0.2] ®

amat, sembah, umpa nau
uhan, kerja, kafir, rasul

-0.4

-0.4 -02 oo 02 0a o
Principal Component 1

Figure 11. Cluster Visualization Using Pca

Through the visualization in Figure 12, there are 4 clusters formed according to the cluster
value that has been determined based on the results of the elbow method analysis. In each
cluster, the top 10 words in the Qur'anic translation are sorted from left to right. Each cluster
contains words with basic emotion types such as happy, fear, and sadness as words that often
appear in each cluster. For example, cluster 0 shown with blue data indicates that in this
cluster, it contains verses that mention happy emotions. Cluster 1 and cluster 2 both show
the word fear as a word that often appears in the cluster but with a little difference, one of
which is that in cluster 2 which is green there are words of doom, doomsday which are not
found in the top 10 words in cluster 1 which is orange. Cluster 3 in red shows the word sad as
a word that often appears in the Qur'anic translation in that cluster.

Wordcloud for Cluster 0: senang, hidup, dunia, allah, orang, kafir, tuhan, neraka, manusia, akhirat

tlmpak’”e“f . WQWC furun g gy
= : g §
= tihamiimtO-C

duduk

— manusia =y
L d p azab- TO
akhir

Figure 12. Wordcloud Cluster 0
In cluster 0 shown in Figure 13, the word “happy” has the highest frequency with 51
occurrences, followed by the word “life” with 15 occurrences, and “world” with 14
occurrences. Other frequently occurring words include “allah” (12 occurrences), “people” (11
occurrences), “kafir” (10 occurrences), “god” (8 occurrences), “hell” (7 occurrences), “human”
(7 occurrences), and “afterlife” (7 occurrences).

Wordcloud for Cluster 1: takut, orang, allah, tuhan, hati, lihat, iman, manusia, maha, masuk
m

!amaya
eras

=M8<313h

ymaha

M oo ' ol dosa
4 menang azat
Figure 13. Wordcloud Cluster 1

In cluster 1 shown in Figure 14, the word “fear” appears most frequently with a frequency

of 115 occurrences, followed by “people” with 97 occurrences, and “god” with 71
occurrences. Other words that also appear frequently include “god” (31 occurrences), “heart”

senang
ul
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(28 occurrences), “faith” (21 occurrences), “see” (19 occurrences), “human” (17 occurrences),
“happy” (15 occurrences), and “enter” (15 occurrences).

Wordcloud for Cluster 2: takut, tuhan, orang, azab, allah, ajar, kiamat, sembah, timpa, hati

mbil g hisab golong O r a n g nazar
= n

t 1tus
“fmanusia mbah oo
~c lloo
kaum = T
sedih o = g
saksi (]

Figure 14. Wordcloud Cluster 2
In cluster 2 shown in Figure 15, the word “fear” appears most frequently with a frequency
of 37 occurrences, followed by “god” with 27 occurrences, and “allah” with 14 occurrences.
Other frequently occurring words include “doom” (17 occurrences), “apocalypse” (8
occurrences), “override” (6 occurrences), and “teach” (5 occurrences)

Wordcloud for Cluster 3: sedih, hati, orang, allah, khawatir, iman, tuhan, kerja, kafir, rasul

aha

P
rahmat
perintah

Q.
©
9
©
<

X~ bunuh

+
©
=

-

L .

7 §
© 2

rasul
Ql
T
-
a
kue ;
2 s | pahala g )
nyatats loaya ll 3 = 1 manms:
&= “ gembira

Figure 15. Wordcloud Clutser 3

In Cluster 3 Shown In Figure 16, The Word “Sad” Appears Most Frequently With A
Frequency Of 35 Occurrences, Followed By “Heart” With 33 Occurrences, And “Person” With
22 Occurrences. Other Words That Also Appear Frequently Include “Allah” (21 Occurrences),
“Worry” (16 Occurrences), “God” (9 Occurrences), “Faith” (8 Occurrences), And “Apostle” (8
Occurrences).
5. Result Analysis
a. Sillhouette Score

Figure 16. Sillhouette Score For K=3, K=4, And K=5

The Result Obtained Is That The Value Of K = 4 Has A Higher Silhouette Score (0.442)
Compared To K = 3 (0.408) And K = 5 (0.362). Referring To The Interpretation Made By
(Kaufman & Rousseeuw, 1990) The Silhouette Score Value Of 0.442 Indicates That There Is An
Indication Of Clustering In The Data, But The Strength Of The Clustering Is Not Very Strong. In
More Detail, This Value Indicates That Although Some Data Are Quite Close To The Centroid
Of Their Cluster, There Are Still A Number Of Data That May Be On The Border Between
Different Clusters, Or Even Outside The Supposed Cluster. In Other Words, The Clustering May
Not Be Optimal, And There Is A Possibility Of Overlap Between Clusters. Overall, These Results
Show That Although There Are Some Structures In The Data That Support Clustering, The
Clustering Results Are Not Optimal And Can Be Further Improved.
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b. Calinski Harabasz Index

Calinski-Harabasz Index for Optimal k

o
240 f Yy '___,.——-"'\ A ~a

f
.
=

numBer of chusters (k)

Figure 17. Ch Index From K=1 To K=14

Based On The Graph In Figure 18 Showing The Calinski Harabasz Index For Various Number
Of Clusters (K), It Can Be Observed That The Highest Index Value Is Achieved When K=4, With
A Value Of 251,653. This Indicates That Dividing The Data Into Four Clusters Results In Optimal
Clustering Quality, According To The Calinski Harabasz Criterion, Which Measures How Well
The Clusters Are Separated From Each Other And How Closely The Cluster Members Are
Grouped.

When The Number Of Clusters Is Increased To K=6, The Index Value Decreases To 211.192,
Which Is The Lowest Value In The Range Of Clusters Evaluated. This Decrease Indicates That
Increasing The Number Of Clusters Beyond Four Not Only Fails To Improve The Quality Of
Clusterization, But Also Potentially Worsens The Separation Between Clusters.

After K=4, Increasing The Number Of Clusters Does Not Result In A Significant
Improvement In Clustering Quality, As Indicated By The Trend Of The Calinski Harabasz Index
Which Tends To Be Stable With Little Variation. This Shows That Although There Are Small
Fluctuations In The Index Values For Higher (K), Selecting A Number Of Clusters Greater Than
Four Does Not Provide Any Significant Advantage In Clustering Quality. Thus, In This Context,
Choosing K=4 As The Optimal Number Of Clusters Is The Right Decision Based On The
Performance Measured By The Calinski Harabasz Index.

5. CONCLUSION
Based on the results of research on the clustering of translations of Qur'anic verses on

the topic of basic emotions, it is concluded that through text mining approach using k-means

cluster algorithm in grouping translations based on certain topics is successfully done. The
findings obtained are as follows:

1. Fromthe results of the implementation of k-means clustering by determining the number
of cluster values using the elbow method and visualization using PCA and Wordcloud, an
optimal number of four clusters is obtained which highlights three of the six types of basic
emotions such as happy, sad, and fear emotions. Cluster 0 contains the translation of
Qur'anic verses that contain words with the type of happy emotion as the most words,
clusters 1 and 2 contain the word fear as the most words and cluster 3 contains the word
sad as the most words.

2. The evaluation results of clustering Indonesian Qur'anic translations with basic emotion
topics using k-means clustering show that the optimal number of clusters is four clusters
(k=4). Evaluation analysis shows that the cluster with k=4 value produces the highest
value of 0.442 for Silhouette Score and 251.653 for Calinski-Harabasz Index compared to
other cluster numbers. Silhouette Score values below 0.5 indicate that there are
indications of clustering in the data, but the strength of the clustering is not very strong.
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