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A B S T R A C T   A R T I C L E   I N F O 

The determination of whether a product holds a positive or 
negative sentiment can be inferred from reviews provided by 
previous customers. In recent years, various websites have 
emerged that offer product reviews, in which the value of a 
product is evaluated through user-generated ratings and 
textual comments. However, the abundance of reviews 
often makes it challenging for prospective customers to 
interpret the overall sentiment accurately. To address this 
issue, a classification approach can be employed to 
determine the polarity of product reviews. Opinion Mining, 
also known as sentiment analysis, is a field of study that 
focuses on analyzing individuals’ opinions toward entities, 
individuals, issues, events, topics, and their associated 
attributes. The implementation of feature extraction prior to 
the classification process has been shown to significantly 
enhance the accuracy of sentiment assessment. One 
effective method for feature extraction is Pointwise Mutual 
Information (PMI), which leverages search engine statistics 
to identify meaningful term associations in real time. PMI 
enables the system to capture semantic relationships 
between words, thereby improving the reliability of 
sentiment classification. 
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1. INTRODUCTION 
 

Today, product reviews are commonly available online, especially on e-commerce 
platforms. These reviews typically consist of ratings or written comments provided by 
customers. Such feedback benefits not only producers but also other customers (Mudambi et 
al, 2010). Producers can analyze the strengths and weaknesses of the products they offer, 
while customers can learn about the pros and cons before making a purchase. However, due 
to the large number of reviews, it can be difficult for people to draw meaningful conclusions 
(Saphira O, et al, 2020). Therefore, a system is needed to determine whether a product review 
expresses a positive or negative sentiment. The classification process can assist in identifying 
the overall opinion conveyed in a review (Liu B, 2012). 

Opinion Mining is the study that focuses on analyzing people’s opinions toward entities, 
individuals, issues, events, topics, and their attributes (Liu B, 2012). One method used to 
determine the polarity of opinions is the Semantic Orientation Label. Performing feature 
extraction before classification can significantly improve the accuracy of sentiment analysis. 
Pointwise Mutual Information (PMI) is commonly used in feature extraction, as it calculates 
the co-occurrence frequency of terms by retrieving real-time data from search engines 
(Manning C.D. et al, 2008). 

This work is closely related to the study conducted by Ana-Maria Popescu (2007), which 
proposed ten extraction rules to identify opinion phrases. In the current study, only four of 
the original ten rules are adopted to simplify the extraction process. In the earlier work, 
feature extraction was performed using MINIPAR, a syntactic parser that analyzes the 
grammatical structure of reviews. 

2. METHODS 
2.1. Pre-processing 

Pre-processing is conducted to identify candidate features. In this study, the Stanford 
Parser is employed to extract noun phrases from each product review (Manning et al, 2014). 
The Stanford Parser analyzes the grammatical structure of a sentence and is capable of 
processing simple textual inputs to produce various outputs, including part-of-speech tags, 
syntactic parse trees, and typed dependencies (de Marneffe et al, 2014). 

To refine the candidate features, several pre-processing techniques are applied, namely 
stopword removal, lemmatization, and part-of-speech (POS) tagging. Stopword removal is 
used to eliminate non-informative words such as “I,” “you,” “very,” and others. 
Lemmatization is a natural language processing technique used to retrieve the base or root 
form of a word by utilizing a combination of corpus-based and morphological analysis 
(Balakrishman et al, 2014). For example, the word broken will be converted to break through 
the lemmatization process. POS Tagging assigns a syntactic category or tag to each word in a 
sentence (Santorini et al, 1991). For instance, the sentence "the phone has good sound 
volume" would be tagged as: the_DT phone_NN has_VBZ good_JJ sound_NN volume_NN. 

2.2 Feature Extraction 

Pointwise Mutual Information (PMI) is used to identify candidate features by extracting 
noun phrases from the reviews. The noun phrases obtained from the pre-processing stage 
are then evaluated using the PMI algorithm, as defined by the following equation: 
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𝑠𝑐𝑜𝑟𝑒(𝑐ℎ𝑜𝑖𝑐𝑒!) =
ℎ𝑖𝑡𝑠(𝑝𝑟𝑜𝑏𝑙𝑒𝑚	𝐴𝑁𝐷	𝑐ℎ𝑜𝑖𝑐𝑒!)

ℎ𝑖𝑡𝑠(𝑐ℎ𝑜𝑖𝑐𝑒!)
 

 

In this formula, ℎ𝑖𝑡𝑠(𝑝𝑟𝑜𝑏𝑙𝑒𝑚	𝐴𝑁𝐷	𝑐ℎ𝑜𝑖𝑐𝑒₁)	represents the number of search engine 
results returned for the co-occurrence of the problem and the choice. Here, problem 
functions as a discriminator for 𝑐ℎ𝑜𝑖𝑐𝑒₁, and choice refers to a phrase (Turney et al, 2001). 
The value obtained from the equation, referred to as the score, is compared with a 
predetermined threshold. If the score exceeds the threshold, the candidate feature is 
considered a valid feature. 

The resulting score from the equation is then compared against a predetermined 
threshold. If the score exceeds the threshold, the candidate feature is considered a valid (real) 
feature. 

2.3 Find Opinion and Their Polarity 

The sentence, which is include real feature, is looked for phrase that have a potential 
opinion by OPINE extraction rule. OPINE is an unsupervised information extraction system 
which mines review to build a model from product review. OPINE has an extraction rule to 
indicate potential opinion phrase. The extraction rule is showed below.  

Table 1. OPINE Extraction Rule 
Rule Extraction Example 

𝑖𝑓	∃(𝑀,𝑁𝑃 = 𝑓) ⟶ 𝑝𝑜 = 𝑀 (expensive) scanner 

𝑖𝑓	∃(𝑆 = 𝑓, 𝑃, 𝑂) ⟶ 𝑝𝑜 = 𝑂 lamp has (problems) 

𝑖𝑓	∃(𝑆, 𝑃, 𝑂 = 𝑓) ⟶ 𝑝𝑜 = 𝑃 I (hate) this scanner 

𝑖𝑓	∃(𝑆 = 𝑓, 𝑃, 𝑂) ⟶ 𝑝𝑜 = 𝑃 program (crashed) 

To find polarity from each opinion, SO label can determine a semantic orientation by search 
engine in real,time. SO label is an unsupervised technic. To find polarity, this algorithm gets 
score from word 𝑤 by SO Label equation (Turney et al, 2001). 

𝑆𝑂(𝑝ℎ𝑟𝑎𝑠𝑒) = 𝑙𝑜𝑔" @
ℎ𝑖𝑡𝑠(𝑎)ℎ𝑖𝑡𝑠(𝑏)
ℎ𝑖𝑡𝑠(𝑐)ℎ𝑖𝑡𝑠(𝑑)B 

Where : 

a : phrase NEAR “excellent” 
b : “poor” 
c : phrase NEAR “porr” 
d : “excellent” 

The reference word excellent and poor is a limit of score. Generally, rating 1 is defined by 
‘poor’ and rating 5 is defined by ‘excellent’. Value SO positive if phrase score is bigger than 
“excellent”, and negative if phrase score is lower than “poor” (Turney et al, 2002). 
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2.4. Post-processing 

Postprocessing is a way to identify patterns from application (Liu B, 2007). With 
postprocessing, extracted features will be filtered by comparing them with the dataset 
corpus. 

3. RESULTS AND DISCUSSION 
This paper use dataset from Hu Liu which has been used in previous research (Hu M et al, 

2006). Precision and recall use to measure the accuracy of data (Hu M et al, 2006).   

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑𝐸𝐶!
∑𝐸!

 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
∑𝐸𝐶!
∑𝐶!

 

Figure 1 shows the results of the initial experiment comparing feature extraction with and 
without post-processing. From the figure, it can be observed that post-processing has a 
significant impact on the results. The accuracy increases by approximately 15%. 

Post-processing not only affects feature extraction but also influences the polarity score, 
as the system identifies opinion phrases based solely on the predefined corpus. This effect is 
illustrated in Figure 2. 

  

Figure 1. Feature Extraction (a) Non Post Processing, (b) Post Processing 
 

  
Figure 2. Polarity (a) Non Post Processing, (b) Post Processing 

In the second experiment, this study analyzes the impact of the threshold value setting. 
The results show that each dataset has a different optimal threshold value. Figure 3 presents 
the precision accuracy for four reviews, while Figure 4 illustrates the recall. 
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Figure 3. Precission Result 

 
Figure 4. Recall Result 

    
From Figure 3, it can be observed that each dataset has its own optimal threshold value. In 

this study, four threshold values were compared: 0.005, 0.05, 0.1, and 0.3. However, in terms 
of recall, smaller threshold values tend to result in higher accuracy. This occurs because a 
greater number of relevant items are successfully identified when the threshold is lower. 

It is important to note that lowering the threshold increases the likelihood of identifying 
more candidate features, which contributes to higher recall. However, this may come at the 
cost of reduced precision, as more non-relevant items may also be included. Conversely, 
higher threshold values may improve precision by filtering out irrelevant items but risk missing 
some relevant features, thereby reducing recall. This reflects the common trade-off between 
precision and recall in information retrieval and classification tasks.   
   
4. CONCLUSION 

Based on the experimental results, the conclusions of this study are as follows: post-
processing affects not only feature extraction but also the overall classification results. It can 
increase up to 15%. Furthermore, the choice of threshold value also influences the precision 
and recall accuracy for each dataset. 

For future work, researchers may explore methods to identify implicit features from 
reviews, which are not explicitly mentioned but can be inferred through contextual 
understanding 
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