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The exposure rate to air pollution in most urban cities is 
really a major concern because it results to a life-threatening 
consequence for human health and wellbeing. Furthermore, 
the accurate estimation and continuous forecasting of 
pollution levels is a very complicated task.  In this paper, one 
of the space-temporal models, a vector autoregressive (VAR) 
with neural network (NN) and genetic algorithm (GA) was 
proposed and enhanced. The VAR could tackle the issue of 
multivariate time series, NN for nonlinearity, and GA for 
parameter estimation determination. Therefore, the model 
could be used to make predictions, such as the information 
of series and location data. The applied methods were on the 
pollution data, including NOX, PM2.5, PM10, and SO2 in Taipei, 
Hsinchu, Taichung, and Kaohsiung. The metaheuristics 
genetic algorithm was used to enhance the proposed 
methods during the experiments. In conclusion, the VAR-NN-
GA gives a good accuracy when metric evaluation is used. 
Furthermore, the methods can be used to determine the 
phenomena of 10 years air pollution in Taiwan. 
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1. INTRODUCTION 
 

To improve the accuracy of forecasting 

methods, the M-Competition was put into 

practice by Spyros Makridakis. The M-1, 

being the first was held in 1982 by using 1001 

subsamples from 111 methods, with 9 

variations. The result showed that the 

statistical complex methods sometimes do 

not give accurate results as the simple ones. 

Therefore, to improve the accuracy, a 

combination of methods derived from the 

horizon was carried out. And, in the second 

competition a larger scale was used.  

 Also, the M-2 was given to the forecaster 

to perform a combination of methods and 

personal judgement. Consequently, the M-2 

competition aimed to evaluate the model 

based on the feedback from every 

participant. In early 2000, M-3 competitions 

(Makridakis & Hibon, 2000) were held by 

doing time series on daily, monthly, 

quarterly, and also annual basis. This 

competition therefore helps to improve the 

accuracy of the model, adjusted to the 

threshold of each observation. In 2018, the 

M-4 competition was performed by 

implementing the Artificial Intelligence (AI) 

(Wang et al., 2009; Yu & Schwartz, 2006) and 

machine learning (Makridakis et al., 2020b; 

Makridakis et al., 2020a).  

Furthermore, the use of a hybrid method 

which is a combination of traditional 

statistics with machine learning, gives very 

impressive results. However, the latest 

competition was held on the 2nd of March to 

30th of June, 2020. The most popular method 

for generating forecast is the De-

seasonalization and Adaptive normalization, 

using Recurrent Neural Network (NN) and 

Ensemble. Apart from the aspects of M1-M5, 

these methods are very useful for all domains 

and applications in forecasting. 

The scientists grasped past decades to 

observe the impact of climatic changes 

throughout the survival of all living, whether 

such an uncertainty was reflected in the 

context of disasters (Nasution et al., 2020). In 

addition to all the technological innovations, 

as well as advanced statistical (Hybrid 

methods) which have contributed to higher 

sensitivity of global warming (Searle & Gow, 

2010), there are many remarkable 

accomplishments in the estimation, 

measurement, forecasting, and an early 

warning detection of climatic changes.   

Consequently, climate forecasting and 

prediction could be divided into two main 

areas, namely empiric (or statistical), and 

numerical weather (or climate) forecasting of 

dynamic models. The empirical methods 

could be straightforward such as the 

persistence, where previous weather is 

predicted to occur for a certain long period, 

or perhaps more advanced and powerful, like 

the regression techniques. 

However, the numerical and 

environmental analysis, uses the dynamic 

mathematical models (Timbal et al., 2008) of 

the climate structure (Caraka et al., 2019). 

Also, the simulations is mostly used for short 

term forecasting when evaluating accuracy.  

Decision making was highlighted as the end 

result of climate forecasting, as well as 

precipitation events to annual and seasonal 

predictions. Therefore, this weather 

knowledge would form another aspect of 

decision-making (Supari et al., 2017).   

Furthermore, numerous people are likely 

to engage in the processes where weather 

forecasting are appropriate, rather than 

those directly affected by climatic change 

(Siagian et al., 2014; Kaban et al., 2019) and 

disaster reduction (Kurniawan et al., 2018). 

For example, resulting in fatalities, damage 

of homes and agricultural industry, unrest of 
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food production and distribution systems, 

and health negative consequences were the 

challenges experienced in urban cities (Ng et 

al., 2009). Therefore, the summary 

emergency preparedness processes, such as 

the early warning systems, may be used to 

prevent future damages.   

Also, in the improvement of time series 

forecasting, certain important and necessary 

phenomena often address nonlinear 

anomalies such as the interaction between 

previous events (Kravtsov et al., 2005; 

Zuhairoh & Rosadi, 2020). Therefore, it 

would be inappropriate to use the linear time 

series in this scenario. However, in the recent 

years, the emphasis has been on the 

nonlinear time series forecasting, which is a 

deep challenge of the researchers and 

industry practitioners (De Gooijer & 

Hyndman, 2006; AL-Dhurafi et al., 2018). 

Therefore, the aim of this study is to 

demonstrate the concept of a data-driven 

strategy to reconstruct vector 

autoregressive, based on neural network and 

genetic algorithm.  This paper was organized 

as follows, in section 2, the study area and 

materials were previewed. Also, the way to 

employ vector autoregressive (VAR) with 

neural network (NN) and genetic algorithm 

(GA) was discussed, while VAR with NN and 

particle swarm optimization (PSO) was 

constructed in previous study (Caraka et al., 

2019). Furthermore, the key result of the 

investigations was explained in section 3 

while the conclusion and future studies was 

described in section 4. 

2. METHODS 
2.1. Previous Studies  

From the year 1996, the method of machine 

learning have been used, because it has 

numerous advantages, especially in time 

efficiency, accuracy, and does not need to 

fulfil the classical assumptions of traditional 

methods.  Nevertheless, the model is mostly 

black-box (Chen et al., 2020), that does not 

provide much information like the traditional 

time series methods, Autoregressive 

integrated moving average (ARIMA), and its 

derivatives (Suhartono, 2005). For example, 

the ARIMA can be used to explain the 

meaning of a coefficient obtained in the 

model (Suhartono, 2011). 

In the cases of small-dimensional data, 

machine learning could provide predictable 

results, and at the training stage, it does not 

seem inclusive thereby giving large errors = 

(Lee et al., 2017). Therefore, to overcome 

this, the combination of the models and 

traditional time series is needed (Suhartono, 

et al., 2019). For example, performing 

feature selection, using Vector 

Autoregressive (VAR) General Space-Time 

Autoregressive (GSTAR) on Support Vector 

Regression (SVR), employing VAR on neural 

networks and particle swarm optimization 

(Caraka et al., 2019), combination of ARIMA 

and SVR (Yang & Lin, 2016). Consequently, 

besides being able to increase the accuracy, 

this combination is proven to be used for a 

more complete explanation, especially for 

decision making.  

The problem associated with real-time is 

often an inadequate or incomplete 

information (Singh & Huang, 2019). 

However, Feedforward neural network is 

robust, and could accurately model the 

nonlinear connections for both input and 

output (Tang & Fishwick, 1993). The method 

imitates the operations of human nerves 

which tried to solve real issues based on past 

experience. Therefore, in developing a neural 

network model, the common principles that 

was evaluated includes, activation of input 

and hidden layers, activation of hidden and 

output layers, the amount of hidden layers 

and weights between all the three units 

(Yasin et al., 2018). Also, long short term 
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memory, nowadays, becomes popular in 

facing big data including unexpected 

fluctuation on the data. (Toharudin et al., 

2021; Fischer & Krauss, 2018). 

Besides, the Multilayer Perceptron (MLP) 

network optimized with three different 

training algorithms, such as variable learning 

rate (MLP-GDX), resilient back-propagation 

(MLP-RP), and Levenberg-Marquardt (MLP-

LM) were studied in terms of ability to 

estimate sediment transport in a clean pipe 

(Ebtehaj & Bonakdari, 2016).  Also, Radial 

Basis Function (RBF) including particle swarm 

optimization (PSO) (RBFN-PSO) and the back-

propagation algorithms could be used to 

predict the densimetric Froude number (Fr) 

with high accuracy (Qasem et al., 2017). 

Furthermore, the decision tree (DT) was 

employed to predict sediment transport in 

sewer pipes at the limit of deposition 

(Ebtehaj et al., 2016). 

In 2012, atmospheric 2.5-µm particulate 

matter (PM2.5) was introduced as an air 

pollutant in Taiwan. Besides, its spatial-

temporal distribution and characteristics 

involves a variety of natural and 

anthropogenic tools (Chang et al., 2020).   

There are also several anthropogenic 

activities in major metropolitan areas, such 

as transportation and industry that further 

contributes to pollution (Paoletti et al., 

2017). Air substances, either solid or liquid, 

when present in high concentrations, could 

pose health risks to wildlife and also affect 

the ecosystems. In addition, the increase in 

the contaminants present in the atmosphere 

have a negative consequence on human 

respiratory system and could also result to 

cardiovascular disease (Brook et al., 2010). 

Several pollutions data were data namely 

Nitrogen Oxide (NOx), PM2.5, atmospheric 

10-µm particulate matter (PM10), and sulfur 

dioxide (SO2). PM2.5 (Feng et al., 2016), PM10 

(Masseran & Safari, 2020), SO2  (Caraka et al., 

2020), NOx (as nitrogen dioxide (NO2) and 

nitrogen trioxide (NO3)) are the major 

sources of pollution in urban regions due to 

high traffic and the massive industrial 

developments (De Vito et al., 2009). 

2.2. Study area and materials  

The study areas included Taipei, Hsinchu, 
Taichung, and Kaohsiung city, which consists 
of pollution data namely NOx, PM2.5, PM10, 
and SO2.  Furthermore, the locations of these 
areas, as established by the Taiwan 
Environmental Protection Administration 
Executive Yuan, is shown in Figure 1. Also, 
preprocessing was done to the raw dataset 
obtained on the 1st untill 5th of May, 2020, 
before being used for analysis and 
interpretation. This was carried out in order 
to transform raw data, which is usually 
incomplete, inconsistent, redundant, and 
noisy to a more appropriate information. 

In this study, the data were standardized 
and divided into two, namely training and 
testing, which are used for construction and 
model testing respectively. Also, because the 
data were obtained daily for 10 years, a long 
series was formed. In the training stage, 1-
step-ahead also known as k-step-ahead was 
applied, however, this does not produce an 
accurate forecast because it is a long period. 
Therefore, the ratio of 80:20, 70:30, and 
60:40 was set, and the one that generated 
the small error was chosen by inserting it into 
the FFNN-GA model.   

The statistical summaries for the 

concentrations of the studied air pollutants 

in 4 location are shown in Table 1. The results 

generally showed that the concentrations, 

PM10, PM2.5, NOX are higher in Taichung. 

However, the highest pollutants in Kaohsiung 

are SO2. 
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Figure 1. Study area established by the Taiwan environmental protection administration. 

Table 1. Basic information and statistics of pollution at 4 location stations (May 2010 
May 2020).  

Pollu
-tion 

Location N Mean 
SE 

Mean 
StDev Variance 

Mini-
mum 

Q1 
Me-
dian 

Q3 
Maxi
mum 

Range 

PM2.5 

TAICHUNG 3632 26.623 0.264 15.66 245.244 1 15 23 35 106 105 
TAIPEI 3632 23.635 0.203 12.161 147.892 3.97 15.107 20.84 29.023 109.83 105.86 
HSINCHU 3632 18.179 0.13 7.763 60.265 0.63 13.04 16.34 21.102 76.72 76.09 
KAOHSIUNG 3632 23.854 0.163 9.747 95.014 5.27 16.49 21.495 29.697 68.96 63.69 

NOX 

TAICHUNG 3632 22.944 0.171 10.26 105.269 4.35 15.23 20.57 28.63 81.43 77.08 
TAIPEI 3632 6.196 0.106 6.315 39.874 0.09 1.85 4.15 8.28 65.14 65.05 
HSINCHU 3632 3.2786 0.0546 3.2643 10.6559 0 1.52 2.3 3.79 45.65 45.65 
KAOHSIUNG 3632 4.0401 0.0544 3.2501 10.5631 0.38 2.01 3.07 4.88 37.49 37.11 

PM10 

TAICHUNG 3632 50.642 0.419 24.949 622.476 5 32 45.5 65 173 168 
TAIPEI 3632 21.244 0.208 12.412 154.052 1 12 19 27 100 99 
HSINCHU 3632 22.46 0.219 13.135 172.521 1 13 19 29 103 102 
KAOHSIUNG 3632 31.719 0.31 18.477 341.414 1 17 29 44 123 122 

SO2 

TAICHUNG 3632 2.8706 0.017 1.0208 1.042 0 2.2 2.7 3.4 9.3 9.3 
TAIPEI 3632 2.9835 0.0263 1.5742 2.4781 0.4 1.9 2.6 3.7 16.2 15.8 
HSINCHU 3632 2.6778 0.0186 1.1125 1.2377 0.1 1.9 2.5 3.2 13.2 13.1 
KAOHSIUNG 3632 5.3129 0.0515 3.0833 9.5066 0 3.3 4.5 6.4 33.8 33.8 
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2.3. Vector Autoregressive (VAR) 

Zhang (2003)  introduced a hybrid model 

to improve the accuracy, also, space-time 

forecasting could be used to solve the case of 

seasonal (Suhartono et al., 2016) and non-

seasonal time series (Suhartono, Maghfiroh, 

et al., 2019). The VAR method is a 

sophisticated statistical approach which is 

commonly applied to a wide range of variable 

time series. As a result, this model describes 

the relationship between the observations of 

the variables itself and the original period, as 

well as the one with other possible factors at 

the previous time. 

VAR is also widely used in empiric macro-

economics (Caraka et al., 2016; Ang & 

Piazzesi, 2003; Lanne & Luoto, 2020; 

Bernanke et al., 2005) which might not put 

constraints on parameters as opposed to the 

VAR (Suhartono & Subanar, 2006). However, 

the model needs to access a complex 

structure that present a risk over 

parametrization when using the sets of data 

with small dimensions. Also, the observed 

value from one location at a periodic interval 

is determined by the measurements gotten 

from the previous delay at other areas. 

Therefore, the model would be in form of 

VAR 1 as represented in the equation 1. 

𝑧𝑡 = 𝜙1𝑧𝑡−1 + 𝜀𝑡                                           (1) 

When the observed value in a location 

during time t is determined by actual values 

at the recent "p" delay, together with the 

ones of other areas, the model would 

therefore be in form of VAR (p), as written in 

Equation 2.  

𝑧𝑡 = ϕ1z𝑡−1 + ϕ2z𝑡−2 +⋯+ ϕ𝑝z𝑡−𝑝 + εt 

(2) 

According to this, 𝒛𝑡 is the vector of 

observations at t-time and n-th is the location 

of size (𝑛 × 1). Matrix parameters 𝜙𝑝 VAR p-

order of size(𝑛 × 𝑛). 𝜀𝑡 explains the white 

noise vector 𝜀𝑡~𝑀𝑁(0, Σ) with size (𝑛 × 1). 

The identification step for determining the 

order of VAR model can be be seen from the 

Multivariate Partial Autocorrelation Function 

(MPACF) plot (Suhartono et al., 2018). The 

VAR (1) model has a Partial Autocorrelation 

Function cut-off pattern, after the 1st lag, 

while the stationarity could be seen from the 

characteristic root value of the matrix 

parameter. Furthermore, the selection of the 

best VAR (1) model uses the Akaike 

Information Corrected Criterion (AICC), 

which is the one with the least value 

(Suhartono & Subanar, 2007). 

Vector Autoregressive Integrated Moving 

Average (VARIMA) is a generalization of the 

ARIMA univariate model. As in ARMA, this 

analysis also takes into account the 

stationarity of the data and this can be seen 

from the Matrix Cross Correlation Function 

(MCCF) and Partial Cross Correlation 

Function (MPCCF) plots and Box-Cox plots. 

The treatment of multivariate data which is 

not stationary is the same as univariate data 

which is not stationary. Multivariate data 

that are not stationary in variance are 

transformed so that the data can be 

stationary, and if it is not stationary in the 

mean, differencing is used to stationary it. In 

general, the VARIMA model (p, d, q) can be 

written in the (Eq.3). 

𝜙𝑝(𝐵)𝐷(𝐵)�̂�𝑡 = Θ𝑞(𝐵)𝜀𝑡                               (3) 

When �̂�𝑡 = (𝑦1, 𝑦2, … , 𝑦𝑚,𝑡)
′
 is a response 

vector that corrects average, 𝜙𝑝(𝐵) and 

Θ𝑞(𝐵) is a coefficient matrix AR(p), MA(q). 

Besides, 𝐷(𝐵) is a differentiation process 

operator represented by 𝑑𝑖𝑎𝑔 ((1 −

𝐵)𝑑1 , (1 − 𝐵)𝑑2 , … , (1 − 𝐵)𝑑𝑚) and 

𝜀𝑡~𝑖𝑖𝑑𝑛 (0, Ω). The partial autocorrelation 

function (PACF) is required in time series 
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univariate to determine the order in the AR 

model. The partial autoregression matrix on 

lag s with the notation (𝑠) , as the coefficient 

of the last matrix when data is applied toin a 

Vector Autoregressive (VAR) process of order 

𝑠. 𝑃(𝑠)  equals 𝜙𝑠,𝑠 in multivariate linear 

regression. Partial autoregression matrix 

equation given in (Eq.4). 

𝑃(𝑠)

= {
Γ′(1)[Γ(0)]′𝑎𝑛𝑑

{Γ′(𝑠) − 𝑐′(𝑠)[𝐴(𝑠)]−1𝑏(𝑠)} {Γ(0) − b′(𝑠)[𝐴(𝑠)]−1𝑏(𝑠)}−1 
 

(4) 

Then we can expand the definition of 

partial univariate autocorrelation be a time 

series vector and obtain the correlation 

matrix between 𝑌 and  Y𝑦+𝑠 in (Eq.5) and 

(Eq.6). The correlation matrix which is 

affirmed as a correlation between residual 

vectors has the following equation. 

u𝑠−1,𝑡+𝑠 = Y𝑡+𝑠−𝛼𝑠−1,1Y𝑡+𝑠−1 −⋯

− 𝛼𝑠−1,1𝑌𝑡+1 

= {
Y𝑡+𝑠 −∑𝛼𝑠−1,𝑘Y𝑡+𝑠−𝑘  𝑠 ≥ 2

𝑠−1

𝑘=1

Y𝑡+1,                                      𝑠 = 1

 

(5) 

And  

v𝑠−1,𝑡 = Y𝑡 − β𝑠−1,1Y𝑡+1 −⋯

− β𝑠−1,𝑠−1𝑌𝑡+𝑠−1 

= {
Y𝑡+𝑠 −∑β𝑠−1,𝑘Y𝑡+𝑘  𝑠 ≥ 2

𝑠−1

𝑘=1

Y𝑡,                                      𝑠 = 1

 

(6) 

Multivariate linear regression coefficient 

matrix𝛼𝑠−1,𝑘 and β𝑠−1,𝑘 be minimized  

𝐸 [(u𝑠−1,𝑡+𝑠)
2
] and 𝐸 [(v𝑠−1,𝑡)

2
] 

Where 𝑥𝑖,𝑦ℎ, and 𝑧𝑜 are used to represent 

the node value in input layer, hidden, and 

output respectively. Besides, 𝑛𝑖  and 𝑛ℎ 

represent the number of units in input and 

hidden layer. Also, 𝑤𝑖ℎ and 𝑤ℎ𝑜 represent the 

weight connecting input node as well as 

hidden node. According to this, 𝑏𝑜 and 𝑏ℎ 

represent bias from the models. In addition, 

the Genetic algorithms are metaheuristic 

frameworks which are appropriate for a wide 

scope of optimization (Whitley, 1994). 

Furthermore, its usefulness makes them 

to act in practice for many solution spaces 

while the natural selection seems to be the 

base of genetic algorithms. Also, the recent 

variety and growth of life is a probable 

reason to believe in the thrust of natural 

selection. Meanwhile, Algorithm 1 

demonstrates the pseudo-code of the Main 

Genetic, which serve as the starting point for 

a variety of similar features. Consequently, at 

an early stage, this solution could be 

explained through population selection. Also, 

this initialization is implied to represent the 

full quick fix area at random, as well as to 

model and integrate knowledge. 

Algorithm 1 Genetic Algorithm 

1: Initialize population 

2: repeat 

3:     crossover 

4:     mutation and phenotype mapping 

5:     fitness 

5:     until reach the population 

6:     parental selection 

7:     until convergence 

 

2.4. Metric evaluation 

It is necessary to review the performance 

of prediction using real forecast, however the 

scale of residues is not a good indicator of 

how strong certain real forecast errors are 
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expected to have been. Therefore, the 

accuracy could only be determined by 

considering how well the method fits on new 

data that have not been used when fitting 

the model. For example, when we have the 

trained and tested data, {𝑦1, 𝑦2, … , 𝑦𝑇} and 

{𝑦𝑇+1, 𝑦𝑇+2, … } respectively, the error is 

defined as the difference of forecast and the 

data. The T index describes each portion of 

the testing as explained in (Eq.9).  

𝑒𝑇+ℎ = 𝑦𝑇+ℎ − �̂�𝑇+ℎ|𝑇                                  (9) 

The error forecast could be distinguished 

from residuals explicitly in two ways. First, 

the errors are measured on the trained 

dataset, but the predicted values are 

determined on the tested values.  Also, the 

residuals are based on one-step forecasting, 

although errors could demand multistage 

prediction models. Lastly, to determine the 

accuracy of the forecast, errors in different 

perspectives need to be highlighted 

(Hyndman & Koehler, 2006), namely the 

Mean Absolute (MAE), Root Mean Square 

(RMSE), and Symmetric Mean Absolute 

percentage (SMAPE) expressed in (Eq.10), 

(Eq.11), and (Eq.12) respectively.  

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 =
1

𝑛
  ∑ |𝑒𝑡|                (10) 

𝑅𝑜𝑜𝑡 𝑀𝑒𝑎𝑛 𝑆𝑞𝑢𝑎𝑟𝑒 𝐸𝑟𝑟𝑜𝑟 =  √
1

𝑛
   ∑ 𝑒𝑡

2      (11) 

𝑠𝑀𝐴𝑃𝐸 =
100%

𝑛
 (

|𝑦𝑡−�̂�𝑡|

(|𝑦𝑡|+|�̂�𝑡|)/2
)                         (12) 

3. RESULTS AND DISCUSSION 

Once the training framework for neural 

networks has been established, the next 

issue that emerges is the preprocessing. 

Furthermore, at the early stages, the 

processes required to build the system is 

fairly challenging. Besides, initializing certain 

weights to zero prohibits any input from 

being transmitted to the output. Also, the 

first and last layers were often configured 

separately from the data, resulting to a 

pointless exercise. Rather, all layers need to 

be placed in such a way that the universal 

network performance would not blast, 

thereby reflecting on the input. Considering 

the neuron in (Eq.13), the layer L performs 

the operation.   

𝑧𝑙+1 = ∅(𝑦𝑙) = ∅(𝐰𝑙 ∙ 𝐱𝑙)                          (13) 

where 𝐱𝑙 describes the input vector, 𝑧𝑙+1 is 

the output of the neuron, 𝐰𝑙 is the weight, 

and ∅ is the activation function (Suhartono et 

al., 2016).  In this study,  𝐰𝑙 is assumed to be 

independent and identically distributed as 

expressed in (Eq.14). 

𝑉𝑎𝑟 (𝑦𝑙) = 𝑉𝑎𝑟 (𝐰𝑙 ∙ 𝐱𝑙) 

     = 𝑛𝑙−1 (𝑤𝑙𝑥𝑙)                           (14) 

According to this, the random variables 𝑤𝑙 

and 𝑥𝑙  is described in (Eq.15) which has the 

same distribution with the dimension 𝑛𝑙−1 . 

𝑉𝑎𝑟 (𝑦𝑙) = 𝑛𝑙−1 𝑉𝑎𝑟 (𝑤𝑙)𝔼𝑥𝑙
2                 (15) 

In Taichung and Kaohsiung, the quality of 

air in the winter is really bad, especially in the 

days when there are little wind and lots of 

sunshine. Throughout the city, there are 

many manufacturing companies, and since 

the place is a basin region with mountains on 

three sides, ambient emission will be present 

when there is no wind. In addition, 

Kaohsiung, which is the hub of Taiwan has 

heavy duty industries, such as 

petrochemicals, construction, and 

shipbuilding as well as a large coal-fired 

power generation. As a result, the majority of 

the pollutants found in the air are from these 

sources, especially the greenhouse gases. For 

example, SO2 is a recognized health risk and 

aspect of acid rain. Also, NOx, which might 

result to a decreased lung function, is 
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generated into nitrate aerosols (the major 

source of fine particulate matter). 

Figure 2 showed that 5 hidden layers are 

used to create the model, and the ratio used 

is calculated by glancing at the error value of 

the testing results using the ratio shown in 

Table 1. Furthermore, during the construct 

stage of VAR-NN, the pollution dataset is 

from the cities of Taichung (Y1), Taipei (Y2), 

Hsinchu (Y3), Kaohsiung (Y4) in Taiwan. The 

best parameter of neural network such as  𝑥𝑖, 

𝑦ℎ, and 𝑧𝑜, obtained by using the genetic 

algorithm, were described in (Eq.4) and 

(Eq.5), respectively. Also, it was compared 

with the VAR-OLS, VAR-FFNN (BP), as well as 

VAR-FFNN (BP) and GA. The model used to 

measure the ratio, has one unit as well as the 

number of hidden layers (setup 1), using 

sigmoid activation function. Therefore, the 

parameters used for the selection setting 

includes, tournament = 10, Cross over 

fraction = 0.8, Cross over function with cross 

over single points, Population size = 50, and 

Generation = 1000, explained with the 

following example: 

Binary Gene String 

1 0 1 

… 

1 0 1 

Multi-Valued Gene String 

2 0.1 0.2 

 

Consequently, the values on these 

parameters are established as the default, 

before being modified for the next simulation 

model. Based on this, the Algorithm 2 

describes the pseudo-code of constructing 

VAR-NN-GA. 

In its simplest form, this algorithm picks 

two chromosomes randomly and then 

selects the one with the highest fitness value 

to be the first parent. Furthermore, same 

process is repeated in order to choose a 

second parent. However, taking 

chromosomes randomly is a complicated 

tournament selection method.   

 

 

Figure 2. Proposed Hybrid Methods VAR-NN-GA 
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Algorithm 2 VAR-NN- GA  

1: Input 

Require training data {𝑦1, 𝑦2, … , 𝑦𝑇} 

Require Lag input p variable 

Require GA Criteria (minimum MSE) 

Require Number of Neuron in the hidden layer 

(𝑛𝑖  and 𝑛ℎ) 

Require Activation function  

2: Generate initial population 

3:  Evaluate population 

4: While {stopping GA criteria not satisfied} 

5:     Repeat 

6: {for 1 to (number of tournaments) 

7:  Select chromosome for tournament 

8: Find lowest fitness 

9: remove chromosome with lowest fitness 

10: crossover (create new chromosome)} 

11: Mutation 

12: Evaluation (mutated chromosomes) } 

13: use the parameters of FFNN (𝑥𝑖, 𝑦ℎ, and 𝑧𝑜) 

14: post processing data 

15: return parameters of FFNN (𝑥𝑖, 𝑦ℎ, and 𝑧𝑜) 

16: Forecasting  

The models developed were evaluated 

and conducted using the data test and the 

compute function respectively, which 

produces all the expected values.  In addition, 

the tested and expected values were 

modified to real pollution data prior to 

normalization. Therefore, good results were 

produced by calculating the values of RMSE, 

MAE, and SMAPE. Also, by paying attention 

to the details, a good model is described as 

when the value of the three-consistency 

metrics used are close to 0, and the VAR 

parameter that was employed is the number 

of lags. Consequently, in some simulations, 

the values of RMSE and MAE are often low, 

but SMAPE yields different values. 

Conceptually, the SMAPE was achieved by 

subtracting the actual from the absolute 

prediction for each measured period, then 

square the result and find the square root of 

the previous estimate.  

However, this procedure was imprecise 

for data that has zero value, for example, in 

climatology, 0 might mean that there is no 

phenomenon that occurred on that day or 

time. The genetic algorithm functions 

developed in this paper could be accessed in 

the appendix. In addition, Table 2 shows that 

VAR-FFNN(BP)-GA gives an accurate forecast 

for PM10, NOX, SO2, and PM2.5. 

The comparison for testing dataset was 

illustrated in the Figures above. In addition, 

the actual and predicted data of Nox, PM10, 

PM2.5, and SO2 were given in (Figures 3, 4, 5, 

and 6) respectively. Even though, the 

expected value was distant from the real, 

they both follows the actual line. Besides, 

there are likely to be high error values due to 

many datasets, for example, the ranges of 

PM2.5, PM10, NOX, and SO2 are large, though 

there are some with zero values that are real, 

yet, making estimation is difficult. In 

addition, the zero value of the pollution 

variable is also far from the first quartile. 

Consequently, the data that could be 

included in the prediction results are missing. 

The general equation for forecasting 

pollution data in the four locations is 

represented in (Eq16), as a result, (Eq.17), 

(Eq.18), (Eq.19), and (Eq.20) were used for 

prediction purpose in this study areas.  
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Table 2. Models Comparison based on Pollution. 

Pollution Methods Portion 
Training Testing Average Elapsed 

time RMSE MAE SMAPE RMSE MAE SMAPE RMSE MAE SMAPE 

PM10 

VAR-OLS 

80:20 13.1073 9.1243 0.0015 9.2268 6.6171 0.0075 11.16705 7.8707 0.0045 0.606828 

70:30 13.3261 9.3 0.0018 10.0568 7.1275 0.0062 11.69145 8.21375 0.004 0.465683 

60:40 13.5078 9.4491 0.0021 10.7137 7.6503 0.0048 12.11075 8.5497 0.00345 0.328773 

VAR-
FFNN 
(BP) 

80:20 12.9849 8.9858 3.6302 9.2998 6.5971 4.1837 11.14235 7.79145 3.90695 2.810811 

VAR-
FFNN 
(BP)-GA* 

80:20 13.0214 9.0262 3.6086 9.2151 6.5517 4.2210 11.1183 7.7890 3.9148 21.683287 

PM2.5 

VAR-OLS 
80:20 9.3542 6.574 0.002 6.8294 5.0888 0.0128 8.0918 5.8314 0.0074 0.610011 
70:30 9.6188 6.7839 0.0024 7.0345 5.2173 0.0071 8.32665 6.0006 0.00475 0.455977 
60:40 9.8556 6.9442 0.0028 7.3669 5.466 0.0048 8.61125 6.2051 0.0038 0.338347 

VAR-
FFNN 
(BP) 

80:20 9.2725 6.5062 3.8288 6.9241 5.1339 5.1339 8.0983 5.82005 4.48135 1.49469 

VAR-
FFNN 
(BP)-GA* 

80:20 9.19 6.3959 3.8103 6.8276 5.0316 3.5308 8.0088 5.71375 3.67055 24.210176 

NOx 

VAR-OLS 
80:20 5.2721 3.3133 0.0024 3.7211 2.4615 0.0137 4.4966 2.8874 0.00805 0.731557 
70:30 5.3744 3.4148 0.0029 4.0092 2.5716 0.0069 4.6918 2.9932 0.0049 0.499683 
60:40 5.5415 3.5316 0.0035 4.0788 2.6498 0.0054 4.81015 3.0907 0.00445 0.447416 

VAR-
FFNN 
(BP) 

80:20 5.2084 3.2521 6.864 3.7083 2.4149 5.9453 4.45835 2.8335 6.40465 1.904269 

VAR-
FFNN 
(BP)-GA* 

80:20 5.1972       3.2383       6.7979 3.6839 2.3625 5.7141 4.44055 2.8004 6.256 20.657192 

SO2 

VAR-OLS 

80:20 1.5419 1.0526 0.0028 0.9347 0.714 0.0127 1.2383 0.8833 0.00775 0.628418 

70:30 1.6006 1.0934 0.0033 0.9922 0.7602 0.0065 1.2964 0.9268 0.0049 0.464132 

60:40 1.6582 1.1377 0.004 1.0688 0.8053 0.0054 1.3635 0.9715 0.0047 0.342162 

VAR-
FFNN 
(BP) 

80:20 1.5301 1.0466 3.4086 0.9227 0.7033 3.5282 1.2264 0.87495 3.4684 2.541875 

VAR-
FFNN 
(BP)-GA* 

80:20 1.5221 1.0421 3.3835 0.9207 0.6996 3.5535 1.2214 0.8709 3.4685 21.485214 

General Equation for our models is 

𝒀�̂� = 𝜓2 {𝑣0 + ∑ 𝑣0
5
𝑘=1 𝜓2{𝑤0 + ∑ 𝑤𝑘𝑗𝒀𝑡−1

4
𝑗=1 }} ;  𝒀�̂� =

[
 
 
 
𝑌1,𝑡
𝑌2,𝑡
𝑌3,𝑡
𝑌4,𝑡]

 
 
 

, 𝒀𝑡−1 =

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 
   (16) 

Forecasting NOX using VAR-FFNN (BP)-GA is 
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[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= 𝜓2

{
 
 

 
 

[

1.9175
−6.0002
−1.6315
 −4.3720

] +

[

−0.0970  0.0143 −2.4493  0.7231 0.2263
−0.8919 −0.4898 5.1375 1.5031 −0.3546
−0.3478 −0.2637 0.7840 0.5540 0.0122
0.2142 0.0332 3.9513 −1.4269 1.3991

]

(

 
 
𝜓1

{
 
 

 
 

[
 
 
 
 
1.7907
−2.6447
9.9445
0.7890
0.7318 ]

 
 
 
 

+

[
 
 
 
 
1.3704 −1.2065 2.1402 −0.0168
0.1754 1.0877 −3.8872 −0.3911
−7.1599 −3.2717 0.2860 −2.1287
0.9826 −0.1159 0.2590 0.0177
 0.8529 0.0371 0.0936 0.4458 ]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 

}
 
 

 
 

 

)

 
 

}
 
 

 
 

  

[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= [

1.9175
−6.0002
−1.6315
 −4.3720

] +

[

−0.0970  0.0143 −2.4493  0.7231 0.2263
−0.8919 −0.4898 5.1375 1.5031 −0.3546
−0.3478 −0.2637 0.7840 0.5540 0.0122
0.2142 0.0332 3.9513 −1.4269 1.3991

]

(

 
 
𝑡𝑎𝑛𝑠𝑖𝑔

{
 
 

 
 

[
 
 
 
 
1.7907
−2.6447
9.9445
0.7890
0.7318 ]

 
 
 
 

+

[
 
 
 
 
1.3704 −1.2065 2.1402 −0.0168
0.1754 1.0877 −3.8872 −0.3911
−7.1599 −3.2717 0.2860 −2.1287
0.9826 −0.1159 0.2590 0.0177
 0.8529 0.0371 0.0936 0.4458 ]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 

}
 
 

 
 

 

)

 
 

     (17) 

Forecasting PM2.5 using VAR-FFNN (BP)-GA 

[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= 𝜓2

{
 
 

 
 

[

6.8828
7.1349
8.1110
0.4537

] +

[

0.5423 −0.0970 −0.1403 0.1027 −7.3576
0.3842 0.6266 −0.0419 −0.5936 −7.3618
0.3571 0.4513 −0.0487 −0.02283 −8.4794
0.0628 0.0490 −0.3886 0.0795 −0.7081

]

(

 
 
𝜓1

{
 
 

 
 

[
 
 
 
 
0.5834
0.5483
−0.4701
1.3593
10.1354]

 
 
 
 

+

[
 
 
 
 
1.2811 0.0434 0.1169 −0.2718
−0.4915 −0.5563 1.8954 0.3924
−0.0993 −0.4873 0.6237 −2.4012
0.5437 −1.4507 2.0842 0.5177
−1.8870 5.2310 −3.5550 5.2919 ]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 

}
 
 

 
 

 

)

 
 

}
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[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= [

6.8828
7.1349
8.1110
0.4537

] +

[

0.5423 −0.0970 −0.1403 0.1027 −7.3576
0.3842 0.6266 −0.0419 −0.5936 −7.3618
0.3571 0.4513 −0.0487 −0.02283 −8.4794
0.0628 0.0490 −0.3886 0.0795 −0.7081

]

(

 
 
𝑡𝑎𝑛𝑠𝑖𝑔

{
 
 

 
 

[
 
 
 
 
0.5834
0.5483
−0.4701
1.3593
10.1354]

 
 
 
 

+

[
 
 
 
 
1.2811 0.0434 0.1169 −0.2718
−0.4915 −0.5563 1.8954 0.3924
−0.0993 −0.4873 0.6237 −2.4012
0.5437 −1.4507 2.0842 0.5177
−1.8870 5.2310 −3.5550 5.2919 ]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 

}
 
 

 
 

 

)

 
 

     (18) 

Forecasting PM10 using VAR-FFNN (BP)-GA is 

[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= 𝜓2

{
 
 

 
 

[

−7.0571
−2.2792
5.6476
−4.7282

] +

[

−0.0300 −0.2660 −7.1537 −0.1195 −1.6996
0.9963 0.3288 −2.9428 0.6457 −2.0250
1.0267 0.1429 6.8891 −0.8146 −1.6718
0.6962 −0.3004 −10.9293 6.0641 −1.5019

]

(

 
 
𝜓1

{
 
 

 
 

[
 
 
 
 
0.3618
−0.6761
−2.0482
−11.7361
0.1141 ]

 
 
 
 

+

[
 
 
 
 
−0.5184 −0.1385 0.3463 0.7161
−0.4403 1.3597 −0.7319 −1.2717
0.2805 −0.4054 0.5048 −0.3257
2.8764 −0.2176 0.8796 −9.2759
−0.4193 −0.0748 −0.0723 0.2072 ]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 
 

}
 
 

 
 

)

 
 

}
 
 

 
 

  

[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= [

−7.0571
−2.2792
5.6476
−4.7282

] +

[

−0.0300 −0.2660 −7.1537 −0.1195 −1.6996
0.9963 0.3288 −2.9428 0.6457 −2.0250
1.0267 0.1429 6.8891 −0.8146 −1.6718
0.6962 −0.3004 −10.9293 6.0641 −1.5019

]

(

 
 
𝑡𝑎𝑛𝑠𝑖𝑔

{
 
 

 
 

[
 
 
 
 
0.3618
−0.6761
−2.0482
−11.7361
0.1141 ]

 
 
 
 

+

[
 
 
 
 
−0.5184 −0.1385 0.3463 0.7161
−0.4403 1.3597 −0.7319 −1.2717
0.2805 −0.4054 0.5048 −0.3257
2.8764 −0.2176 0.8796 −9.2759
−0.4193 −0.0748 −0.0723 0.2072 ]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 

}
 
 

 
 

 

)

 
 

     (19) 

Forecasting SO2 using VAR-FFNN (BP)-GA is 
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[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= 𝜓2

{
 
 

 
 

[

 0.7886
−6.6331
4.9191
0.4431

] +

[

−0.0261 0.3170 3.6011 2.4089 −0.3611
0.1399  0.1987 8.8856 15.2573 −0.1413
0.0603 0.0172 3.3978 −2.1660  −0.2668
−0.0043 −0.2524 4.0224 3.2053 −0.2737

]

(

 
 
𝜓1

{
 
 

 
 

[
 
 
 
 
2.1996
−0.0193
 −2.3356
2.0016
−1.0644]

 
 
 
 

+

[
 
 
 
 
−1.3017 1.4578 4.1478 −1.0995
0.9824 0.1957 0.0667 −1.9023
0.0541  0.7071 0.5233 −1.0439
 −0.0151 −0.0513 −0.3781 0.4320
−0.7927 0.3619 −0.4259 −1.7062]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 

}
 
 

 
 

 

)

 
 

}
 
 

 
 

  

[
 
 
 
 
𝑌1,�̂�

𝑌2,�̂�

𝑌3,�̂�

𝑌4,�̂�]
 
 
 
 

= [

 0.7886
−6.6331
4.9191
0.4431

] +

[

−0.0261 0.3170 3.6011 2.4089 −0.3611
0.1399  0.1987 8.8856 15.2573 −0.1413
0.0603 0.0172 3.3978 −2.1660  −0.2668
−0.0043 −0.2524 4.0224 3.2053 −0.2737

]

(

 
 
𝑡𝑎𝑛𝑠𝑖𝑔

{
 
 

 
 

[
 
 
 
 
2.1996
−0.0193
 −2.3356
2.0016
−1.0644]

 
 
 
 

+

[
 
 
 
 
−1.3017 1.4578 4.1478 −1.0995
0.9824 0.1957 0.0667 −1.9023
0.0541  0.7071 0.5233 −1.0439
 −0.0151 −0.0513 −0.3781 0.4320
−0.7927 0.3619 −0.4259 −1.7062]

 
 
 
 

[
 
 
 
𝑌1.𝑡−1
𝑌2,𝑡−1
𝑌3,𝑡−1
𝑌4,𝑡−1]

 
 
 

}
 
 

 
 

 

)

 
 

      (20) 

Climatologically, PM2.5 and PM10 

concentrations determines the solar 

radiation intensity, because the higher the 

edge of the radiation, the more the surface 

temperature. Furthermore, the average 

temperature of the earth during the day is 

higher than that of the air, implying that 

temperature is passed from the earth's 

surface to the air. In addition, climatic 

conditions are becoming unpredictable due 

to the impact of pollutants dispersed. 

According to the data obtained from the four 

study areas, the concentration of PM10 at 

night till the morning tends to be constant, 

moreover, it rises during the normal working 

hours. Therefore, the constant concentration 

of PM10 was affected by the stable 

atmosphere at night. Based on the 

characteristics of pollution in Taipei, Hsinchu, 

Taichung, and Kaohsiung, the concentration 

of PM2.5 and PM10 will significantly reduce 

unless the air temperature is increased. Also, 

the high air temperatures throughout the 

day depends on the solar surface heating, 

which could cause gusts of wind that mostly 

have an impact on meteorological 

conditions.  Furthermore, the increase in the 

surface temperature could make the 

atmosphere unpredictable, as a result, the 

PM10 could be contaminated, and its 

concentration will be massively reduced.  
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A 
B 

 

C 
 

D 

Figure 3. NOX VAR Train FFNN using Genetic Algorithm and Backpropagation in Taichung (A), 

Taipei (B), Hsinchu (C), Kaohsiung (D). 

 

Figure 7 shows all the findings measured from 

the 4 locations chosen for the forecast in Taiwan, 

namely, Taichung, Taipei, Hsinchu and 

Kaohsiung. However, it was discovered that 

Taichung is having the highest rate of emissions 

in PM10, PM2.5, SO2, and NOx. Consequently, the 

VAR-FFNN-GA is not completely biased in 

estimating the max and min values, 

nevertheless, the model could predict the data 

pattern very well.  Long story short, VAR-FFNN-

GA provided good accuracy is shown in Figure 8. 

Generally, when there are fewer raining days 

during winter in the central and southern 

regions, air pollution is more problematic.  

Furthermore, when the quality of air is bad, the 

concentration of PM10, PM2.5, SO2, and NOx is 

increased, and the level of pollution would be 

very high. Also, news reports had revealed that 

the northeast Monsoon often brings haze from 

China to Taiwan, which has made Taiwan's air 

quality worse. The reason for this is because, 

pollution is only serious in few areas of the 

country, however, when the index burst across 

the country at the same time, the source is 

usually related to the overseas, such as China. To 

analyze this problem, Kaohsiung and Taipei City 

was taken as an example, because they are often 

affected by the overseas air pollution.  
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Figure 4. PM10 VAR Train FFNN using Backpropagation in Taichung (A), Taipei (B), Hsinchu 

(C), Kaohsiung (D). 

 

Taiwan has developed so far, both 

economically and socially, nevertheless, 

deep thought should be taken on how to 

further advance in these areas. In doing this, 

the economy and environmental protection 

may conflict because there are many factors 

to be considered. For instance, as the role of 

natural science is very important, that of 

humanity should not be ignored. 

Therefore, it is the role of government to 

develop and implement relevant policies on 

environmental protection and public 

engagement to mitigate pollution. 

Considering the government of Taipei as an 

example, this year's carbon control initiatives 

of the Environmental Protection Authority 

include, replacing old diesel cars with 

modern ones, creating a friendly 

environment for hybrid vehicles, going to 

subsidize the replacements of two-stroke 

locomotives for vulnerable ones, increasing 

the use of green transport, and including 

anti-pollution facilities in the food service 

industry.  
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Figure 5. PM2.5 VAR Train FFNN using Genetic Algorithm and Backpropagation in Taichung (A), 

Taipei (B), Hsinchu (C), Kaohsiung (D). 

 

Although the government has taken the 

necessary actions, however, in order to 

cooperate with the emission reduction policies, 

the citizen need to play the role of supervising 

the relevant decisions of the central and local 

governments.   Taiwan is a democratic country; 

however, this should not only be practiced only 

on the day of voting, rather, it should be 

implemented every day of life. Therefore, by 

continuing to understand related issues, paying 

attention to related policy developments, and 

even participating in various actions actually 

means voting for a common future.
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Figure 6. SO2 VAR Train FFNN using Backpropagation in Taichung (A), Taipei (B), Hsinchu (C), 

Kaohsiung (D). 
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Figure 7. Forecasting 30 days ahead in Taichung (A), Taipei (B), Hsinchu (C), Kaohsiung (D). 

 

Figure 8. Accuracy RMSE from All Dataset. 

4. CONCLUSION 

 

In this study, the relationship pattern 

employed is the non-linear using the FFNN 

model. Furthermore, each output variable is 

associated with the input and weight 

parameter which is optimized by GA, in order 

to obtain the smallest possible error. In 

addition, this study combined vector 

autoregressive with neural network, and also 

employ metaheuristics genetic algorithm. 

Based on this construction, the model aimed 
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at providing good accuracy rather than 

making long-term prediction, resulting in one 

point.   Taichung and Kaohsiung have the 

highest level of pollutant, compared to Taipei 

and Hsinchu. Also, after running the analysis, 

the ratio of bad air quality days to the total 

number monitored in these four cities, 

showed the highest in Taiwan. Meanwhile, 

some of the heaviest population densities in 

these four areas are located in the various 

night markets. Based on the current air 

pollution control of the Environmental 

Protection Agency, the proportion of bad air 

quality events to the number of days counted 

in Taichung and Kaohsiung are perhaps the 

highest in Taiwan. Long story short, there are 

limitations in this study due to the seasonal 

patterns in these locations. As a result, the 

data are not stationer in mean, and need to 

be differentiated yearly, for example D=1, 

S=364 or 365. Furthermore, the time series 

plotted in fig 3, 4, and 5 showed clearly that 

the data have seasonal pattern due to the 

areas. Therefore, it means that, VAR (1) or 

VAR (1)-NN-GA would not cover this issue 

and tend to yield flat forecast in long term. 

Based on this, the future study should 

perform Seasonal VAR and perform the 

advanced technology and innovations aimed 

at reducing pollution. 
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