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A B S T R A C T   A R T I C L E   I N F O 

This review examines the transformative impact of prompt 
engineering on language models in artificial intelligence. 
Language models have advanced from simple probabilistic 
frameworks to sophisticated neural networks like the 
Generative Pre-trained Transformer series, enhancing 
machine understanding and generating human-like 
language. Prompt engineering customizes these models for 
specific tasks, improving human-AI interaction. This 
technique has expanded the capabilities of language models, 
making them useful in healthcare for better diagnostics and 
in education for interactive learning. The review, based on 
publications from January 2022 to February 2024 from the 
Scopus database, highlights significant advancements in 
prompt engineering. Network visualization with VOSviewer 
underscores its central role in AI's progress. The findings 
advocate integrating prompt engineering with quantum 
computing and updating educational programs to include 
advanced AI technologies. Establishing ethical standards and 
promoting open access to research are also recommended 
to foster innovation and responsible AI usage. 
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1. INTRODUCTION 

 
Language models (LMs) have been integral to modern artificial intelligence and have 

played a vital role in various artificial intelligence applications. These algorithms predict the 
likelihood of word sequences, enabling machines to understand and generate human 
language effectively. Language models evolved alongside advancements in machine learning 
and deep learning technologies. Initially, language models relied on simple approaches like 
word counting and frequency analysis to predict the next word in a sentence. However, neural 
network-based models, such as OpenAI's Generative Pre-trained Transformer (GPT) series, 
revolutionized the field. These contemporary models employed complex architectures to 
learn contextual relationships between words from extensive text corpora (Lund, 2023). They 
could comprehend, generate text, and perform complex language-related tasks like question 
answering, language translation, and mimicking human writing styles.  

Prompt engineering is a key technique that enhances the effectiveness of language 
models. It involved designing and refining input prompts to elicit specific responses from the 
models. As language models advanced, prompt engineering became increasingly important. 
By strategically crafting prompts, models leveraged their text interpretation and generation 
abilities more effectively, improving the language model’s efficiency (Sorensen et al., 2022). 

Recent advancements demonstrated that well-designed prompts could significantly 
improve the precision and contextual appropriateness of language model outputs. This was 
especially beneficial for applications that required precise language comprehension, like legal 
and medical document analysis. In the healthcare sector, for example, prompt engineering 
facilitated the development of models capable of interpreting medical terminology and 
generating patient-specific reports based on natural language descriptions of symptoms 
(Zhang et al., 2022). Moreover, language models extended beyond traditional text 
applications and were used in multimodal tasks. Models like GPT-3 integrated text with other 
data types, such as images or structured data. This progress signaled a future where artificial 
intelligence seamlessly combined diverse forms of information to enhance decision-making 
processes. 

Prompt engineering techniques played a crucial role in enabling this integration. They 
guided models to process and respond to varied data inputs effectively. The advancements 
of language models and prompt engineering were considered a significant progression in AI. 
Language models have evolved from basic predictors to sophisticated systems capable of 
human-like interactions in various contexts. As these technologies continued to mature, 
language models had the potential to transform how machines comprehend and engage 
through language. 

Prompt engineering has been a transformative discipline in artificial intelligence that 
enhanced language models. It involved crafting input prompts strategically to guide the 
models in generating desired outputs. Prompt engineering optimized performance and 
expanded applicability across different domains. The technique utilized the extensive 
knowledge embedded within pre-trained models. By designing prompts that align with 
specific task objectives, engineers unlocked the potential of language models to produce 
accurate and relevant responses. This alignment was crucial in fields like healthcare and 
customer service. Prompt engineering methodologies greatly benefited from advanced 
models like OpenAI's GPT. These models enabled task-specific optimizations without 
extensive retraining. For example, prompt-tuning for few-shot learning tasks improved the 
learning capabilities of language models. 
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Prompt engineering expanded into multimodal tasks, such as vision-language tasks. 
Crafting prompts that bridge the gap between textual and visual information enhanced the 
models' ability to perform tasks requiring an understanding of both modalities. Interactive 
and visual prompt engineering was an innovative frontier. By incorporating user interaction, 
models were dynamically tuned in real time, adapting their responses based on immediate 
feedback. This approach was beneficial in applications requiring customization and 
adaptability, like interactive educational tools or adaptive content generation systems. 

Prompt engineering was a strategically important aspect of improving the efficiency of 
language models. By effectively utilizing prompts, a single model could be adapted to multiple 
tasks, saving computational resources and enabling more scalable artificial intelligence-based 
solutions. This efficiency was crucial when deploying artificial intelligence technologies across 
different platforms and devices, where computational constraints were a significant 
consideration. Prompt engineering also played a vital role in their evolution. It allowed for the 
creation of more sophisticated artificial intelligence systems that were context-aware and 
seamlessly integrated into various applications, from routine task automation to complex 
decision-making processes. The advancements in this field paved the way for the next 
generation of artificial intelligence systems, where language models interact more naturally 
and effectively across a wider range of human activities. 

The scope of this bibliometric review focused on prompt engineering and its impact on 
language models. The objectives of this review were to comprehensively assess the role of 
prompt engineering in enhancing language model performance and functionality by exploring 
studies by Lund (2023) and Sorensen et al. (2022). This included examining methods and 
outcomes of aligning language models with specific tasks through prompt modifications. 
Additionally, the review aimed to investigate interdisciplinary applications by examining how 
prompt engineering interacted with domains like natural language processing (NLP), 
computer vision, and healthcare, with examples from the work of Frey et al. (2023) on deep 
learning models in NLP. The review also evaluated the empirical significance of technological 
advancements in prompt engineering within sectors such as healthcare, education, and 
automated content generation, synthesized studies by Khemasuwan et al. (2020) and Zhang 
et al. (2022) to illustrate their transformative impact. It analyzed historical and prospective 
developments in language model technologies influenced by prompt engineering to highlight 
the ongoing evolution of these technologies.  

This review employed bibliometric analysis techniques to map research networks and 
collaborations, identifying key influences, collaborative networks, and the geographic 
distribution of research activity. This analysis provided insights into the global impact and 
research dynamics of prompt engineering. This bibliometric review provided a structured 
analysis of prompt engineering and its impact on language model development. this review 
enhanced our understanding of its strategic role in shaping language models within the 
broader artificial intelligence landscape by exploring the contributions of prompt engineering 
and its implications for future artificial intelligence research and applications. 

The relevance of prompt engineering in current research and industry has been significant, 
given the rapid evolution of artificial intelligence and its integration into various sectors. As 
language models advanced, there was a growing need for refined prompt engineering 
techniques to improve their applicability and effectiveness across different fields. This 
subsection examined the relevance of prompt engineering to ongoing advancements and the 
specific needs of various industries. Prompt engineering garnered significant interest from 
the academic community, particularly in its potential to enhance the capabilities of large 
language models like OpenAI's GPT series (Lund, 2023). Studies by Sorensen et al. (2022) 
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demonstrated the strategic importance of aligning language models with specific tasks to 
enhance their accuracy and functionality. This focus extended beyond theory and 
demonstrated practical outcomes, such as improved performance in natural language 
processing tasks critical to fields like automated customer service and complex data analysis 
(Jiang et al., 2020). In the healthcare sector, prompt engineering facilitated advancements in 
diagnostic accuracy and personalized treatment. Tailoring prompts for specific medical 
contexts enhanced the utility of artificial intelligence in clinical settings, such as interpreting 
patient data or assisting in real-time decision-making (Zhang et al., 2022). Artificial 
intelligence integration through prompt engineering also supported remote monitoring and 
intervention, which became increasingly important in healthcare delivery models (Suleiman 
& Adinoyi, 2023) Artificial Intelligence (AI). 

The education sector benefited greatly from prompt engineering advancements. 
Customizing educational content and improving learning platforms through prompt 
engineering allows language models to provide more relevant and in-depth responses to 
student inquiries, enabling personalized learning experiences. Additionally, prompt 
engineering facilitated the development of interactive learning tools that adapted to the 
educational needs of students, thereby enhancing engagement and outcomes (Bilad et al., 
2023; Rodić‐Trmčić et al., 2018). 

In the field of content creation, prompt engineering allowed for the generation of context-
specific content that was both relevant and engaging. Industries like marketing and media 
leveraged these capabilities to create targeted advertising content and creative writing that 
reflected user preferences and current trends (Van Noort et al., 2020). The ability to efficiently 
produce high-quality content was extremely valuable for maintaining a competitive edge and 
improving user interaction. The adaptability of prompt engineering in supporting innovative 
applications across various industries highlighted its relevance. In fields like geotechnical 
engineering, the combination of prompt engineering and artificial intelligence enhanced 
predictive models and risk assessments, which had a significant impact on construction and 
urban planning (Shahin, 2016). Similarly, in fields that require precision and customization, 
such as radiology, prompt engineering enhanced the accuracy and efficiency of diagnostic 
models, directly influencing patient care outcomes. 

The widespread applications of prompt engineering across different sectors further 
emphasized the relevance of this systematic review. By aligning artificial intelligence 
capabilities with specific industry needs through sophisticated prompt engineering 
techniques, researchers and practitioners not only enhanced the functionality of artificial 
intelligence but also addressed some of the most urgent challenges faced by industries today. 
This review highlighted the crucial role of prompt engineering in advancing artificial 
intelligence applications and shaping future technological landscapes, serving as a valuable 
resource for academics and industry professionals alike. 

2. METHODS 
2.1. Data Source and Selection Criteria 

This review employed the Scopus database as the main source of literature as it is highly 
regarded as a comprehensive repository of peer-reviewed literature across various disciplines 
(Wirzal et al., 2022). Thanks to its extensive indexing and advanced search capabilities, it 
opted as an ideal resource for extracting relevant academic articles. Our search strategy was 
designed to encompass prompt engineering within the broader context of digital technologies 
in science education. We used specific keywords and Boolean operators to refine the search 
results effectively. The query employed was "Engineering" AND "Prompt Engineering" AND 
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"Prompt"). This query ensured in retrieving literature focusing on the intersection of 
engineering principles and prompt-based methodologies in educational settings. To ensure 
that the analysis included the latest research and discussions in the field, we conducted a 
literature search for works published from January 2022 to February 2024. This time frame 
allowed us to capture cutting-edge research.  

The selection of documents was guided by inclusion and exclusion criteria that are specific 
to our study objectives (See Table 1). These criteria were applied after the search process to 
filter the initial results and create a more focused dataset suitable for a comprehensive 
bibliometric analysis. By applying the specified criteria, 437 documents were identified that 
were either related to or relevant to the keywords searched. The breakdown of these 
documents was as follows: 142 journal articles, 252 conference papers, and 43 reviews. 

Table 1. Inclusion and exclusion criteria. 

Criteria Inclusion Exclusion 
Publication 
Type 

Articles, conference papers, and review 
articles included providing a 
comprehensive understanding of the topic 
from various perspectives and contexts. 

Short communications, editorials, and 
letters are excluded to maintain focus on 
substantial research outputs and 
discussions. 

Language Only English publications are included to 
ensure accessibility to an international 
scholarly audience and facilitate analysis. 

Non-English publications were excluded 
due to the language limitations of our 
research team and the primary audience of 
the review. 

Time Frame Publications from January 2022 to 
February 2024 included capturing the 
most recent and relevant research 
developments. 

Publications outside this date range are 
excluded to maintain a contemporary focus 
on recent trends and advancements. 

 
2.2. Technique and Procedures for Bibliometric Analysis 

The bibliometric analysis utilized advanced methodologies to examine and visualize the 
scholarly landscape surrounding prompt engineering and its broader implications in various 
Artificial Intelligence (AI) domains. The primary tool for this analysis was VOSviewer, a 
software renowned for its capacity to handle large datasets and generate clear, informative 
visualizations of bibliometric networks. The analytical process consisted of several crucial 
steps for extracting, processing, and analyzing the data obtained from the Scopus database, 
as depicted in Figure 1. 

Relevant data for the research queries was extracted from Scopus, focusing on publications 
that met the specific inclusion criteria outlined in the section on Data Source and Selection 
Criteria (Data Extraction). This dataset included metadata such as author names, publication 
titles, keywords, citations, and abstracts. The extracted data underwent a cleaning process to 
ensure accuracy and consistency (Data Cleaning). This process involved eliminating 
duplicates, rectifying author names and affiliations, and standardizing keywords and 
terminologies. A keyword co-occurrence analysis was then conducted to identify thematic 
clusters within the research landscape (Co-occurrence Analysis). This analysis helped uncover 
the central themes and trends in prompt engineering and its application in AI. 

For visualizing the networks, VOSviewer was employed (Visualization) that effectively 
illustrated the connections between researchers, publications, and themes. It provided 
insights into how the focus areas in prompt engineering developed and shifted. The tool's 
ability to adjust the visual impact of nodes and connections based on metrics such as citations 
and co-occurrences facilitated an intuitive understanding of the structure and dynamics of 
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the field. The generated visualizations were analyzed to interpret the clustering of data 
(Cluster Analysis). Clusters were evaluated to comprehend how prompt engineering 
interacted with different artificial intelligence domains. Each cluster represented a specific 
sub-theme or focus area, demonstrating the diversity and breadth of research within the field. 
Furthermore, the temporal data from the publications was analyzed to track the evolution of 
research trends over time (Trend Analysis). The utilization of VOSviewer improved the 
understanding of complex bibliometric data, as well as facilitated the identification of 
strategic areas for future research and collaboration (Rahardjanto & Husamah, 2024). 

 

Figure 1. Flow of analysis. 

3. RESULTS AND DISCUSSION 
 

Prompt engineering plays a crucial role in advancing language model capabilities within the 
artificial intelligence domain. Figure 2 illustrates the relationships between various concepts 
and identifies the research areas closely associated with leveraging prompts to enhance 
language model performance. Analysis and clustering size of nodes provided insight into the 
most significant themes and sub-themes. Central nodes such as "language model," "natural 
language processing," "large language model," and "prompt engineering" demonstrated their 
importance in the dataset. The prominence of "prompt engineering" indicated its critical role 
in language models and its application in scientific and engineering research. 

Prompt engineering is pivotal in improving the performance of language models within the 
interconnected network of artificial intelligence domains. Key concepts, including "language 
model," "natural language processing," "large language model," and "prompt engineering," 
are central themes in the research fields.  
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Figure 2. Interconnectedness of prompt engineering and artificial intelligence domains. 

Studies showed that prompt engineering was a highly empirical field (Polverini & Gregorcic, 
2024). Task-based language learning, involving processes like negotiation of meaning and 
uptake of corrective feedback, promoted language acquisition (Van De Guchte et al., 2015). 
Studies also explored the impact of mobile application features on children's language and 
literacy learning (Booton et al., 2023). Furthermore, empirical evidence supported the idea 
that modeling languages were critical for the success of process-oriented organizations and 
projects (Fleischmann & Stary, 2012). 

Extensive research focused on using prompts in language models, improving prompt 
effectiveness (Das & Verma, 2020), utilizing bidirectional prompt learning in NLP tasks (Ding 
& Ye, 2023), and exploring prompt engineering for defect detection and classification (Yong 
et al., 2023). Studies also investigated the applications of ChatGPT in healthcare (Montazeri 
et al., 2024) and the potential of using large language models in radiology through prompt 
engineering. 

3.1. Language Models 

Language models are a crucial aspect of computational linguistics (Figure 3a). They used 
statistical and computational methods to predict word sequences. This capability was vital for 
applications like speech recognition and machine translation, as well as for dealing with the 
vast amount of text data generated daily. Language models' ability to adapt quickly to new 
linguistic trends was highly sought after, as they were instrumental in understanding context 
and generating coherent text. These qualities enabled them to be essential for artificial 
intelligence-driven communication. Empirical research demonstrates the wide range of 
applications for language models and their transformative impact across various sectors. 

In the healthcare field, studies by Liu et al. (2021) highlighted the potential of AI-powered 
language models in expediting and refining drug discovery processes, opening up new 
pathways for medical research and pharmaceutical development. In computational modeling, 
language models addressed the challenges posed by using free-text narratives, which typically 
lack structured data. Yang et al. (2022) noted that language models excelled at effectively 
managing unstructured information. Language models also had significant implications in the 
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educational sector. Research by Pokrivcakova (2019) advocated for language educators to 
incorporate artificial intelligence tools into their teaching methodologies, enhancing the 
learning experience for students. Additionally, the intersection of artificial intelligence and 
cybersecurity, as explored by Sarker et al. (2021), highlighted the need for advanced security 
intelligence modeling. 

Furthermore, the integration of language models with strategic reasoning in complex 
games like Diplomacy, as examined by Bakhtin et al. (2022), demonstrated the advanced 
capabilities of artificial intelligence to compete with human-level strategic gameplay. It 
showed not only the utility of language models in recreational domains but also their 
potential in simulations and decision-making scenarios that mirror real-world complexity. The 
versatility and extensive applications of language model demonstrated their integral position 
in the artificial intelligence landscape. They continued to evolve and adapt, shaping the future 
of multiple disciplines by bridging the gap between raw data and actionable intelligence. 

3.2. Natural Language Processing 

Natural Language Processing (NLP) enhances computational capabilities by enabling 
machines to understand, generate, and learn from human language. It facilitates seamless 
interactions with users (Figure 3b). As technology becomes more embedded in everyday life, 
the demand for accurate and versatile NLP systems is growing, especially for handling vast 
amounts of unstructured text data. The evolution of NLP focuses on enhancing cross-lingual 
capabilities and deepening understanding of nuanced aspects of language, such as humor and 
cultural references. Empirical research underscored the significance of NLP across various 
domains and highlighted its transformative potential. VanGessel et al. (2023) emphasized the 
pivotal role of NLP methods in knowledge discovery and information extraction, helping 
machines comprehend and interpret large volumes of textual data for automated knowledge 
generation. Alam et al. (2022) illustrated the utility of pre-trained language models in refining 
the accuracy of knowledge graph embeddings, thus improving the precision and usefulness 
of these semantic networks. 

The cross-lingual efficacy of NLP was further validated by studies like Siddhant et al. (2020), 
which explored the effectiveness of sharing encoder, decoder, and attention mechanisms 
across various language pairs in multilingual neural machine translation systems. This sharing 
mechanism significantly enhanced the system's ability to provide translations across multiple 
languages, demonstrating a pivotal advance in making NLP tools more globally accessible. 

NLP's potential in specialized applications was demonstrated through various innovative 
research findings. Ameen and Kadhim (2023) reported that deep learning methods applied to 
Arabic autoencoder speech recognition systems showed performance levels comparable to 
human transcribers. Similarly, research by Zhou et al. (2021) on a BERT-based deep learning 
framework for continuous sign language recognition revealed that NLP outperformed 
traditional methods, offering higher accuracy and reduced word error rates. Moreover, Syed 
et al. (2020) explored the adaptation of pre-trained language models for non-parallel author-
stylized rewriting and successfully generated text that mimics a specific author's style. These 
empirical studies affirmed the critical role of NLP in expanding the frontiers of automated 
language interaction and highlighted its growing influence across different sectors. They set 
the stage for future advancements that could redefine human-machine communication. 

3.3. Large Language Models 

Large Language Models (LLMs) are highly trained on extensive datasets, enabling them to 
understand and generate text with remarkable nuance and complexity (Figure 3c). To 
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maintain their relevance and effectiveness, these models require continuous updates due to 
the dynamic nature of language. LLMs are crucial for artificial intelligence, providing a 
foundation for comprehending complex tasks and generating sophisticated responses. Future 
development of LLMs should focus on enhancing common sense reasoning, reducing 
computational demands, and addressing fairness and bias issues related to training data and 
design. Empirical research provides deeper insights into LLM capabilities and development 
trajectories. Nay et al. (2024) discovered that LLMs could understand nuanced language, 
make causal judgments, and recognize geometric shapes, showcasing their expanding 
potential to handle complex language patterns and cognitive tasks. Similarly, Liu et al. (2019) 
explored how exploitative and explorative dynamic capabilities within LLMs reinforced each 
other, aligning with the ongoing need for adaptability and updates. These studies 
underscored the need for continuous research and development in LLMs to keep up with 
rapid language changes and support artificial intelligence applications effectively. 
Incorporating new findings and capabilities into LLM frameworks enhanced functionality and 
maintained a technological edge, enabling them to tackle increasingly complex tasks in a fair 
and unbiased manner. 

3.4. Prompt Engineering 

Prompt engineering has become a critical aspect of artificial intelligence, specifically in 
optimizing LLMs without the need for costly retraining (Figure 3d). It creates prompts to elicit 
desired outputs from artificial intelligence models. Prompt engineering plays a vital role in 
making sophisticated language models more accessible and adaptable, democratizing their 
use. Integrating prompt engineering with other artificial intelligence domains created a 
comprehensive framework that not only influenced current technology but also paved the 
way for future integrated, nuanced, and ethically aware advancements.  

Empirical studies emphasized the practical applications and importance of prompt 
engineering in various tasks. Yang et al. (2022) explored prompt engineering in a visual-
language pre-trained model for identifying building defects. The study demonstrated the 
significant performance improvement of artificial intelligence models in specialized tasks, 
such as defect classification, when well-designed prompts were used. Similarly, the 
application of prompt engineering in radiology, highlighting the importance of selecting 
appropriate prompts for solving domain-specific problems. This showcased the 
transformative potential of prompt engineering in medical fields, where precision and 
accuracy are critical. Polverini and Gregorcic (2024) investigated the role of prompt 
engineering in education, specifically in physics education using ChatGPT. Their study 
revealed that well-designed prompts greatly enhanced the educational utility of language 
models, improving student engagement and understanding. 

Literature on prompt engineering has shown its significance in boosting the effectiveness 
of language models across diverse applications, from technical fields like radiology and defect 
detection to educational settings. The ongoing development of prompt engineering strategies 
held the promise of revolutionizing how we leverage technology, enabling more efficient and 
personalized artificial intelligence interactions in various scientific and engineering 
disciplines. This synergy among artificial intelligence concepts pointed to a future where 
technology aligned closely with human needs and ethical standards, driving substantial 
progress in utilizing artificial intelligence for societal benefit. 
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Figure 3. Central concepts: (a) language models, (b) natural language processing, (c) large 
language models, and (d) prompt engineering. 

3.5. Pivotal Components in the Artificial Intelligence Landscape 
3.5.1. Deep learning 

Deep learning is a fundamental aspect of artificial intelligence that plays a vital role in 
interpreting large amounts of unstructured data autonomously (Figure 4a). Its importance 
lies in its ability to learn from minimal data input and its energy-efficient models. Deep 
learning bridges the gap between artificial processing and human cognitive capabilities, 
driving innovation in fields such as image and speech recognition.  

Literature demonstrated the extensive applicability and effectiveness of deep learning in 
various domains. Gadekallu et al. (2021) showcased the robustness of deep learning in 
complex hand gesture classification using a CNN-crow search algorithm. Belcastro et al. 
(2020) analyzed political polarization on social media using neural networks, providing 
insights into user behavior on large-scale platforms. Moon et al. (2020) explored deep 
learning's application in virtual reality-based training for adolescents with autism, focusing on 
the automatic assessment of cognitive and emotional states. It emphasized the potential of 
deep learning in creating personalized and adaptive learning environments, enhancing 
therapeutic and educational experiences through real-time assessment. These examples 
displayed the pivotal role of deep learning in advancing artificial intelligence applications, 
from interpreting physical gestures and analyzing social media dynamics to assessing mental 
states in therapeutic settings. Deep learning opened up a broad spectrum of possibilities, 
enabling more targeted, efficient, and effective solutions across scientific and technological 
domains. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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3.5.2. Zero-shot learning 

Zero-shot learning is a significant advancement in artificial intelligence technology that 
allows systems to handle tasks and concepts without explicit training (Figure 4b). This 
flexibility reduces the reliance on extensive datasets for training, making it highly applicable 
in real-world scenarios. Zero-shot learning expands the effectiveness of artificial intelligence 
across various domains, enabling it to tackle new challenges successfully.  

Recent literature provided evidence for the role of zero-shot learning in enhancing the 
flexibility of artificial intelligence systems. Coronado et al. (2022) conducted a study on zero-
touch management as an autonomous network management solution. The study 
demonstrated the feasibility of automating complex tasks without direct human intervention, 
showcasing the practical application of zero-shot learning principles. Similarly, Zhang et al. 
(2022) discussed the challenges faced by artificial intelligence models outside of their training 
data, emphasizing the need for adaptation and generalization, which were key aspects of 
zero-shot learning. Ramírez (2024) explored the deployment of federated learning 
frameworks with a focus on communication efficiency and security protocols. They addressed 
the scalability and security concerns of artificial intelligence systems, which were essential for 
successful implementation in various environments. Those reports collectively highlighted 
the transformative impact of zero-shot learning on artificial intelligence development, 
promoting adaptive and scalable systems capable of handling unexpected tasks with minimal 
human oversight.  

3.5.3. Fine-tuning 

Fine-tuning plays a crucial role in artificial intelligence development by enabling general 
models to be precisely adapted to specific domains (Figure 4c). This technique enhances the 
performance of artificial intelligence systems on specialized tasks without the need for 
complete model retraining, which is a significant advantage as artificial intelligence 
applications continue to expand into more specialized and niche areas. The essence of fine-
tuning lies in its ability to maintain the broad learning of models while refining their 
capabilities to be contextually sensitive and effective in particular settings. Barić et al. (2021) 
supported the importance and effectiveness of fine-tuning by investigating the 
interpretability of deep learning models in multivariate time series predictions. The study 
highlighted the value of fine-tuning in enhancing model transparency and understandability, 
which is crucial for tasks requiring precise and interpretable predictions. It showed how fine-
tuning helped make model decisions and behaviors more understandable and relevant to 
specific forecasting tasks. It aligned well with the broader objective of tailoring artificial 
intelligence systems to meet precise application needs. Yuan et al. (2018) conducted a study 
on a fusion diagnosis method for rotor system faults that utilized deep learning and multi-
sourced heterogeneous monitoring data. The study outlines the practical applications of fine-
tuning in fault detection and diagnosis within complex mechanical systems. By adjusting deep 
learning models to leverage diverse data sources, fine-tuning played a crucial role in boosting 
the accuracy and efficiency of fault diagnosis processes. It confirmed that fine-tuning 
enhanced model performance and was essential for adapting artificial intelligence systems to 
specific tasks. 

3.5.4. Transformers 

Transformers are a significant innovation in NLP (Figure 4d) that enables efficient 
processing of sequential data and effective management of long-range dependencies in text. 
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The ability of transformers to capture nuanced language contexts is crucial for advanced NLP 
tasks. Ongoing efforts to optimize efficiency and scalability reflected the urgent development 
of transformers. Berquand et al. (2021) investigated the transformative impact of transformer 
models, specifically the BERT model, on the NLP landscape. It demonstrated significant 
improvements in performance across various NLP benchmarks, enhancing language 
understanding and processing capabilities. Transformers pushed the boundaries of state-of-
the-art NLP performance and played a fundamental role in advancing the field. Yang et al. 
(2020) examined the use of transformer models in healthcare, specifically for extracting 
clinical concepts from medical texts. This study showed how transformers revolutionized 
information extraction in healthcare by effectively handling complex, domain-specific data. 
The success of transformers in this area demonstrated their versatility and ability to handle 
specialized content, which was crucial for applications that require a deep understanding of 
context-specific information. Furthermore, Farahani et al.'s (2021) work on ParsBERT, a 
transformer-based model for the Persian language, highlighted the adaptability of 
transformer architectures to different linguistic contexts. This study detailed insights into how 
transformers efficiently developed pre-trained models for non-English languages, thus 
improving language-specific NLP applications. Collectively, these studies affirmed the vital 
role of transformer models in advancing NLP technology and expanded its applicability to 
diverse domains and languages. 

Future research in these areas likely might focus on developing interpretable and unbiased 
deep learning models, enhancing the adaptability of artificial intelligence with zero-shot 
learning capabilities, refining data-efficient fine-tuning methodologies, and innovating 
transformer architectures to incorporate diverse data types such as graphs and time series. 
These aspects represented not only underlying technologies but also dynamic research 
frontiers that drove the evolution of artificial intelligence. They formed the foundation for 
more advanced, efficient, and versatile language models, shaping the trajectory of artificial 
intelligence development. 

 

Figure 4. Subsidiary concepts related to the main topics: (a) Deep learning, (b) Zero-shot 
learning, (c) Fine-tuning, and (d) Transformer models. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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3.6. Diverse Applications of Artificial Intelligence in Technological Advancement 

The artificial intelligence ecosystem consists of various components, such as image 
enhancement, knowledge graphs, sentiment analysis, and question-answering. Each 
component serves a unique purpose and contributes to the development of artificial 
intelligence technology, creating a complex and promising future. 

3.6.1. Image enhancement 

Image enhancement plays a crucial role in domains like medical imaging and security. 
When combined with artificial intelligence, it has the potential to automate and improve 
processes like denoising and resolution enhancement. This integration becomes increasingly 
important as the volume of visual data generated daily continues to grow. By leveraging 
artificial intelligence, image processing and analysis become more efficient and accurate 
(Figure 5a). The literature displayed the dynamic capabilities of artificial intelligence in 
revolutionizing image enhancement techniques. It improved the accuracy and efficiency of 
image processing tasks, as well as expanded the potential applications of image enhancement 
in high-stakes fields like healthcare and security.  

Numerous empirical studies demonstrated the significant impact of artificial intelligence 
on image enhancement, particularly in the medical field. Lee et al. (2020) researched the 
scalability and fine-tuning of deep convolutional neural networks for COVID-19 screening 
using chest X-ray images. This study emphasized the crucial role of deep learning models in 
medical image classification and highlighted the importance of model fine-tuning for optimal 
performance, especially when working with limited data. These advancements are vital for 
improving diagnostic capabilities in healthcare settings where rapid and accurate image 
analysis is essential. Bendre et al. (2021) explored the use of a multimodal variational 
autoencoder for generalized zero-shot learning, focusing on integrating semantic concepts. 
This research demonstrated how advanced artificial intelligence techniques, such as 
autoencoders, could effectively learn latent representations that classify and manage diverse 
sets of visual data. Their research showcased how metric learning significantly improved the 
performance of image recognition and classification models by ensuring better consistency 
and reliability. These advancements were integral to harnessing the full potential of the 
increasing volumes of visual data, ensuring that image enhancement technology kept up with 
the demands of modern applications. 

3.6.2. Knowledge graphs 

Knowledge graphs play a crucial role in structuring and navigating complex datasets by 
mapping intricate networks of entities and their relationships (Figure 5b). The current trend 
in data management is towards developing dynamic and less manually intensive knowledge 
graphs that can update in real-time and scale efficiently without significant manual oversight. 

A study by Farhan and Wang (2022) investigated the efficient maintenance of highway 
cover labeling for distance queries on large dynamic graphs. This research addressed the 
practical challenges of managing dynamic graph structures and emphasized the need for 
scalable and dynamic graph management techniques that could accommodate evolving data. 
In a parallel study, Wang et al. (2022) focused on preserving in-context learning abilities 
during the fine-tuning of large language models. This research highlighted the importance of 
maintaining contextual integrity, which was directly applicable to dynamic knowledge graphs. 
Additionally, Wu et al. (2022) introduced DepthLGP, a method that combined the Laplacian 
Gaussian process with deep learning to learn vertex embeddings in dynamic knowledge 
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graphs. This study demonstrated how advanced embedding techniques could effectively 
accommodate changes in graph structures, enhancing the graph's ability to update and adapt 
dynamically. DepthLGP exemplified the potential of integrating sophisticated mathematical 
models and machine learning to improve the management and operational efficiency of 
dynamic knowledge graphs. 

The recent literature highlighted ongoing advancements in knowledge graph technology, 
particularly in enhancing their dynamism and scalability. By leveraging new methods for 
efficient graph maintenance, maintaining contextual learning, and applying advanced 
embedding techniques, future research and development in knowledge graphs could 
revolutionize how complex datasets would be organized and utilized. It was expected to drive 
significant improvements across various domains where real-time data integration and 
scalability were of utmost importance. 

3.6.3. Sentiment analysis 

Sentiment analysis is a powerful tool for evaluating public opinion through the analysis of 
social media and online reviews (Figure 5c). As this technology advances, improvements are 
expected in its precision and ability to understand sentiments across different languages and 
cultural contexts. These enhancements enabled more nuanced interpretations of public 
feelings and attitudes, providing valuable insights in various domains. 

A study by Salathé and Khandelwal (2011) assessed public sentiment towards new vaccines 
using online social media. This research demonstrated the usefulness of sentiment analysis in 
public health by helping understand public perceptions and reactions to health interventions. 
Wang et al. (2020) investigated the use of advanced artificial intelligence models, specifically 
BERT, to perform negative sentiment analysis on social media in China during the COVID-19 
pandemic. This study revealed how sentiment analysis extracted meaningful insights from 
social media data, aiding in the understanding of public sentiment during health crises and 
enabling timely and effective responses. Iglesias and Moreno (2019) explored the broader 
applications of sentiment analysis in social media, emphasizing its role in extracting insights 
from large social networks. It analyzed sentiment as a pivotal technology for comprehending 
public opinions and behaviors, especially in the digital age where social media platforms serve 
as significant public forums. 

These studies depicted the critical applications and future potential of sentiment analysis. 
With the use of advanced artificial intelligence techniques and ongoing improvements in 
natural language processing, sentiment analysis has become even more proficient in 
providing deep and actionable insights into public sentiment. It played a crucial role in 
decision-making and strategy development across various fields, including public health and 
consumer behavior analysis. 

3.6.4. Question answering 

Question-answering (QA) systems are increasingly important in artificial intelligence due 
to their ability to analyze large amounts of data and provide precise answers (Figure 5d). 
These systems were developed to incorporate multimodal capabilities, allowing them to 
process and integrate information from different data types simultaneously, such as text, 
images, and voice. Advancements were made to enable QA systems to engage in multi-turn 
dialogues, maintaining contextual history and improving their interaction quality and 
relevance. 

Empirical studies, like Schlichtkrull et al. (2018), contributed significantly to improving 
artificial intelligence applications such as link prediction models. By incorporating encoder 
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models, these systems demonstrated enhanced performance, showcasing the potential of 
advanced modeling techniques to enhance artificial intelligence functionality, including QA 
systems. Tao et al. (2020) explored the use of artificial intelligence in analyzing public 
sentiments through social media data. This practical application enabled a deeper 
understanding and engagement with public opinions. Mäntylä et al. (2018) and Shang et al. 
(2019) made significant advancements in sentiment analysis, improving its precision and 
depth across different languages and cultural contexts. Mäntylä et al. presented a 
comprehensive review of sentiment analysis, offering valuable insights into its evolution and 
current trends. The study on structure-aware convolutional networks for knowledge base 
completion highlighted the scalability and effectiveness of these models in managing dynamic 
knowledge bases. 

Advancements in sentiment analysis and knowledge management contributed to the 
robustness and adaptability of QA systems, enabling them to provide more accurate and 
culturally relevant responses. Overall, these studies demonstrated the continuous progress 
and significance of QA systems in AI. They facilitated efficient information processing and 
improved user interaction, while also having broader implications for AI's ability to handle 
complex, multimodal datasets and sustain meaningful, context-aware dialogues across 
various applications. 

 

Figure 5. Subfield areas within the artificial intelligence domain: (a) image enhancement, (b) 
knowledge graph, (c) sentiment analysis, and (d) question answering. 
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3.6.5. Advancements in ChatGPT: Bridging human-artificial intelligence communication 

Figure 6 showcases "ChatGPT," a specific type of language model in the GPT architecture 
used for creating chatbots that engage in realistic conversations resembling human 
interaction. ChatGPT is increasingly in demand for various sectors, including customer service, 
personal assistance, and education. Its value lies in reducing the workload of customer service 
personnel, providing companionship, and acting as an interactive educational tools. The 
future roadmap for ChatGPT involves enhancing its understanding of nuanced human 
dialogue and improving linguistic versatility across languages and dialects to bridge the gap 
between artificial intelligence-generated and human communication. 

Chiang et al. (2020) demonstrated conversational artificial intelligence models in effective 
understanding and interpretation of public opinions in conversational question answering. 
The findings suggested potential advancements in sentiment analysis, particularly in adapting 
to different languages and cultural contexts, aligning with ChatGPT's future goals. Exploratory 
results of improvements in knowledge graph management for better backend support in the 
ChatGPT model. This allowed for more accurate and contextually relevant responses, 
exemplifying the integration of knowledge graphs into conversational artificial intelligence 
and facilitating sophisticated human-artificial intelligence interactions. 

 

Figure 6. The keyword of ChatGPT - focuses on a specific type of language model. 

These research findings and future objectives illustrated that ChatGPT and similar 
conversational artificial intelligence models were constantly evolving. They signified a shift 
towards enhancing capabilities, increasing automation, and refining the intricacies of human-
artificial intelligence interaction. This ongoing innovation laid the foundation for artificial 
intelligence to significantly impact everyday life and specialized tasks, resulting in more 
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natural and intuitive artificial intelligence interactions. Through the integration of improved 
understanding of nuanced human dialogue, enhanced linguistic versatility, and advanced 
knowledge graph management, models like ChatGPT were poised to revolutionize human-
artificial intelligence communication. This evolution enabled more personalized, efficient, and 
contextually aware interactions, making artificial intelligence an indispensable part of daily 
life and various professional domains. 

4. CONCLUSION 
 

This comprehensive bibliometric analysis highlighted the crucial role of prompt 
engineering in enhancing the performance and capabilities of language models across various 
applications, particularly in artificial intelligence and digital technologies. The findings 
demonstrated the transformative impact and potential of advanced prompt engineering 
techniques in fields such as healthcare, education, and automated content generation based 
on the identified literature sources (of 437 relevant documents from the Scopus database 
published from January 2022 to February 2024). Network visualization using VOSviewer 
suggested relationships and thematic clusters within this field of research and emphasized 
the critical role of prompt engineering in advancing language model functionalities. Prompt 
engineering proved instrumental in optimizing language models for various tasks, including 
improving language understanding and generation in multilingual settings, as well as 
enhancing interaction capabilities in multimodal contexts. The strategic crafting of prompts 
stood out as a key factor in leveraging the capabilities of sophisticated artificial intelligence 
models, facilitating advancements in computational linguistics and AI. 

This study proposed several actionable recommendations to guide future research and 
practical applications in prompt engineering and language models. Firstly, research should 
explore integrating prompt engineering with emerging fields such as quantum computing and 
neuro-linguistic programming. This will open new frontiers in artificial intelligence. Secondly, 
educational curricula should be updated to include comprehensive training on advanced 
artificial intelligence technologies and prompt engineering. This will equip the next generation 
of researchers and practitioners with the necessary skills. Thirdly, ethical standards and 
guidelines should be developed and implemented to ensure the responsible use of prompt 
engineering in sensitive applications. Fourthly, fostering a culture of open access to research 
outputs and promoting collaborative projects will accelerate innovation and knowledge 
sharing within the field. Lastly, securing longitudinal research funding will enable us to track 
the long-term impacts and effectiveness of prompt engineering across various sectors, 
providing valuable insights into sustainability and adaptation over time. By following the 
outlined recommendations, the research community and industry stakeholders can harness 
the potential of artificial intelligence and prompt engineering to address complex challenges 
and drive innovation in an increasingly digital world. These efforts undoubtedly contributed 
to the maturation of artificial intelligence technologies, ensuring they remained aligned with 
evolving societal needs and ethical considerations. 
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